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Our paper, “Building Support for Radar Processing across Memory Hierarchies” involves the development and testing of a new class which interfaces with the PETE expression template library.

Point out the main issues to get to the efficient algorithm:


non-materilaization


psi rules (on indexing operations (i.e. take, drop, reverse)


mapping to memory / processors

Motivation:

The objective of the paper/ and more generally our project is to enable efficient / fast array computations.

In our paper, we take steps toward this goal.

In order to do this, we wrote a specialized multi-dimensional array class which works with pete.


This was needed in order to give pete n-dimensional capability.  It will also serve as a platform to integrate Psi into PETE.

As part of our paper, we tested the class to show that the performance of our class using pete was comparable to the performance of hand coded C for the same multi-dimensional array operations.

Our strategy wants to extend pete to use psi calculus rules.  Psi calculus rules are one strategy to significantly speed up computations because it reduces intermediate computations to index manipulations (putting it briefly) which has the added effect of elimination many intermediate arrays used to store intermediate computations.

It also enables mapping a problem to processor and memory hierarchies.

Applications - This is important to many scientific programming applications such as dsp computations.

Strategies - Various strategies have been used in this pursuit, for example 1,2,3.

Our strategy is different from these strategies, but is related to the expression template strategies used in MTL and PETE.

Our Strategy

Using PETE (portable expression template engine).

X- Our approach can combine the high performance and programmability together.

The ultimate objective of our research is to exploit the capabilities of C++ expression templates and Psi-Calculus in order to facilitate fast TD analysis with enhanced programmability.

Expression Templates enable fast computation of scalar operations by eliminating intermediate memory objects. 

This capability is implemented in the Object Oriented C++ language, rather than C. 

This capability can be extended to Array operations and as our paper shows, can be extended to N-dimensional arrays without performance degradation.  

Our new class, with PETE, provides a platform on which Psi Calculus operations can be implemented.  The idea of integrating Psi rules into PETE was presented last year at HPEC.  As was demonstrated in the paper “Monolithic compiler experiments using C++ expression Templates by Mulllin, Rutedge and Bond, in last years HPEC Workshop, Psi Calculus rules enables complementary optimizations on array operations.  

They showed that psi calculus operations such as (take, drop, reverse) could be implemented with expression templates.
Motivation:

Our motivating application is synthetic aperture radar and its many applications

(i.e. target detection, or continuously observing phenomena such as seismic movement, ocean current)

Specifically the time-domain (TD) analysis, which is the most straight forward and accurate SAR analysis.

Time Domain Analysis is also the most computationally intensive SAR analysis.

As a result, it can only be used with SAR data of limited size.

As size and resolution requirements increase, this becomes prohibitive.

Therefore, faster computational techniques can facilitate this method.

The next slide shows how a TD Convolution computation is mapped to memory hierarchies.  This process is performed by hand using psi calculus rules.  The subsequent slide will show how this process can be mechanized with additional psi-ops and non-materializations via pete expression templates.
