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Abstract

In video databases, each video contains temporal and
spatial relationships between content objects. One of the
well-known video indexing strategies is the 3D C-string
strategy. However, it cannot deal with the condition that an
object appears and then disappears for more than one time.
To solve this problem, in this paper, we propose an index-
ing strategy, called Temporal UID Matrix1. Based on the
original 13 spatial relationships proposed by 2D C-string
and our three new spatial relationships, we can derive the
temporal relationships from the sequence of spatial rela-
tionships. Therefore, in our proposed strategy, although
we build only index for spatial relationships, and we still
can answer the video queries, i.e., spatial, temporal, and
spatio-temporal queries. From our simulation study, we
show that our proposed strategy is more efficient for video
searching than the 3D C-string strategy.

1 Introduction

With the advances in computer technologies, digital
video becomes popular, including digital library, interac-
tive video analysis, multimedia publishing, and geographic
information systems, etc. Much attention has been paid
to the design of video database systems for discriminat-
ing the videos based on the information of spatial and tem-
poral relationships. The difficulty in designing a content-
based video database system is how to store and describe
the spatio-temporal relationships between moving objects
completely.

Many content-based video retrieval systems have been
proposed in [1, 4, 5, 8, 11, 12]. The indexes by content can
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be classified into three categories: videos classifying meth-
ods [7], iconic indexing methods for videos [2, 6], and syn-
tactic structuring methods [13]. The iconic indexing meth-
ods for videos concern issues of dividing videos into frames
and supporting query based on spatial, temporal, and spatio-
temporal relationships among the objects. For example, one
of the queries may be “Please search videos that A jumps
over B.”

A video consists of a sequence of frames in general.
Since the relationships between two symbol objects in a
frame are semantically stronger than those in two different
frames, it is convenient to adopt a frame as a basic index
unit. Some of video indexing and retrieving strategies used
semantic information about the meaning of the frames to
describe an video, and therefore require intensive manual
annotation [9]. While other methods extended those index
strategies for images in the 2D space to index video data by
taking the time-axis into consideration.

Lee and Hsu proposed the 2D C-string representation
used in 2D space, and then they proposed a 2D C-tree rep-
resentation [6] and employed it to describe the spatial infor-
mation of video contents. Then, Chan et al. [2] transformed
the 9DLT matrix into a linear string, 9DLT string, and de-
fined a common component binary tree (CCBT) structure
to solve the sequence matching problem between a query
frame sequence and a video frame sequence. In [14], Liu
and Chen extended the notion of the 2D string and pro-
posed the 3D string to represent the relationships between
the objects in a video. The knowledge structure of 3D string
used the projections of video objects to represent spatial and
temporal relations between them and a video object is rep-
resented by its central point and starting frame number.

Lee et al. [10] extended the concepts of the 2D C+-string
to propose the 3D C-string to derive spatio-temporal rela-
tionships by keeping track of the motions and size changes
associated with the video objects. It builds the time-string
to index the temporal relationships between objects as the
spatial indexes. There is an assumption in the 3D C-string
strategy that an object is not allowed to reappear if it has dis-
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Frame 1 Frame 2 Frame 3-5 Frame 6

(a) six continuous frames
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(b) relationships in the time-axis

Figure 1. Video V1

appeared before. For example, Figure 1 shows that a horse
is running from the right bottom to the left bottom, and then
it disappears during the following three frames. Finally, it
shows up in the right top in the last frame. Thus, there are
two different temporal relationships between objects horse
and tree in Video V1. However, the 3D C-string strategy
cannot index the video in this case. Another drawback of
3D C-string strategy is the complex representation of the
strings themselves. It is time-consuming to derive the spa-
tial relationships based on the x- and y-strings in the 3D
C-string strategy.

To solve the above discussed problems, in this paper,
first, we introduce three new spatial relationships. With
the original 13 spatial relationships and the three new ones,
we propose a video indexing strategy. Our proposed strat-
egy records only spatial relationships between objects in a
video, and can derive the temporal relationships from the
sequence of spatial relationships. Finally, we compare the
the performance of our proposed strategy with that of the
3D C-string strategy.

The rest of this paper is organized as follows. Section 2
briefly describes the meaning of the 13 spatial relationships
and the UID matrix strategy [3], which is related to our pro-
posed strategy. Section 3 presents our proposed video in-
dexing strategy, the Temporal UID matrix strategy. Section
4 studies the performance of our proposed strategy. Finally,
Section 5 gives the conclusions.

2 The Related Work

Table 1 describes the meaning of the spatial operators
proposed by Lee and Hsu [6]. The illustration of the spatial
operators and the inverse ones is shown in Figure 2. Let us
denote the white rectangle by O1 and the gray rectangle by
O2. If the spatial relationship between O1 and O2 is “O2 <
O1” as shown in the second row and the first column in
Figure 2, then we could use the inverse operator to represent
the spatial relationship as “O1 <∗ O2”.

< | / [ ]

<∗ |∗ /∗ [∗ ]∗

% %∗ =

Figure 2. 13 types of spatial operators

S
B

D

H

C

Figure 3. An image and its symbolic repre-
sentation

Chang et al. [3] proposed an iconic indexing scheme
called the Unique-ID-based Matrix (UID Matrix) for sym-
bolic pictures in which each spatial relationship between
any two objects is assigned to a unique number and is
recorded in a matrix. The assignments are shown in Table
2.

Take Figure 3 as an example. According to the uid val-
ues, the corresponding UID Matrix T is shown as follows:

T =

S B D H C
S 0 6 2 2 2
B 2 0 2 2 2
D 2 5 0 6 5
H 13 1 1 0 3
C 2 1 1 9 0

The lower left triangular area of the matrix records the
spatial relationships among the x-axis, and the upper right
triangular area of the matrix stores the relationships among
the y-axis. For example, the uid numbers for the cat (C) and
the bird (B) among the x- and y-axes are 1 and 2, respec-
tively. Thus, we could derive that the bird is in the upper
left of the cat.

3 Video Indexing Strategy

In this Section, we first present the definition of the three
new spatial relationships. Next, we describe how to use
these spatial relationships to derive the temporal relation-
ships from a sequence of spatial relationships. Then, we
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Table 1. Definitions of Lee et al.’s spatial operators
Notation Condition Meaning
A < B end(A) < begin(B) A disjoins B
A|B end(A) = begin(B) A is edge to edge with B
A/B begin(A) < begin(B) A is partly overlapping with B

< end(A) < end(B)
A]B begin(A) < begin(B) A contains B and they have the same end bound

end(A) = end(B)
A[B begin(A) = begin(B) A contains B and they have the same begin bound

end(A) > end(B)
A%B begin(A) < begin(B) A contains B and they do not have the same bound

end(A) > end(B)
A = B begin(A) = begin(B) A is at the same position as B

end(A) = end(B)

Table 2. Uids of 13 spatial operators
operator < <∗ | |∗ / /∗ ] [ % = ]∗ [∗ %∗

uid 1 2 3 4 5 6 7 8 9 10 11 12 13

operator uid description

16"-" BA(c)

15"+*" BA(b)

14"+" BA(a)

Figure 4. Definitions of new operators: (a)
“+” (14, B disappears); (b) “+∗” (15, A disap-
pears); (C) “−” (16, both objects disappear).

present our proposed Temporal UID matrix strategy. Fi-
nally, we describe the algorithms to do the similarity re-
trieval with our proposed strategy.

3.1 Three New Spatial Relationships

In our proposed strategy, we make use of a sequence
of spatial relationships to derive the temporal relationship.
Thus, we define three new spatial relationships to achieve
this goal. There are 13 spatial relationships among x- and
y-axes. In the time-axis, there are 13 temporal relation-
ships as well. Thus, we use the same notation of the spatial
relationships to represent the temporal relationships. For
example, in the x-axis, A < B represents that the projec-
tion of object A is before that of object B. In the time-axis,
A < B denotes that object A disappears before object B
appears.

Those three new spatial operators are shown in Figure 4
in which the dotted rectangle means object disappearance.

The first one is operator “A + B,” which denotes the spa-
tial relationship that object A appears but object B disap-
pears in a frame. The second one is operator “A +∗ B,”
which denotes the spatial relationship that object A disap-
pears but object B appears in a frame. The last one is oper-
ator “A−B,” which denotes the spatial relationship that ob-
ject A and object B both disappear in a frame. For example,
Figure 1-(a) shows that a horse is running from the lower-
right corner to the lower-left corner. Then, the horse dis-
appears and shows up in the upper-right corner in the next
three frames. The spatial relationship between the horse and
the tree in frames 3–5 can be represented by “tree+horse.”
We extend 13 spatial operators to 16 ones and assign each
of those 16 spatial operators to a unique identifier as shown
in Table 3.

There are 13 temporal operators in time-axis with the
corresponding unique identifiers as shown in Table 4. Sup-
pose the temporal relationship between objects A and B
is denoted by (Art

A,BB). The corresponding uid value
is (Auidt

A,BB). In the spatial index structure, we record
the spatial information of objects that appear in the same
shot. The spatial relationship between objects A and B
in the x- (or y-) axis may change over time in the video.
This change can be observed from a spatial relationship se-
quence. The sequence of spatial relationships is represented
as a sequence of Sf , where S is the spatial relationship uid,
and f is the frame number during which the spatial rela-
tionship keeps. Take Figure 1-(a) as an example, the spatial
relationships which are represented by uid between the tree
and the horse in the x-axis are “tree1horse” of frame 1,
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Table 3. Tuids of 16 spatial operators
operator < <∗ | |∗ / /∗ ] [ % = ]∗ [∗ %∗ + +∗ −

Tuid 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Table 4. Rules of deriving temporal relation-
ships

Part Sequence DTR Tuid ETR
a 14, 16, 15 A < B 1 No
a 15, 16, 14 A <∗ B 2 No
a 14, 15 A | B 3 No
a 15, 14 A |∗ B 4 No
a ∗ A = B 10 No
b 14, ∗ A]B 7 A = B
b ∗, 14 A[B 8 A = B
b 15, ∗ A]∗B 11 A = B
b ∗, 15 A[∗B 12 A = B
c 14, ∗, 15 A/B 5 A = B, A]B, A[∗B
c 15, ∗, 14 A/∗B 6 A = B, A]∗B, A[B

c 14, ∗, 14 A%B 9 A = B, A]B, A[B

c 15, ∗, 15 A%∗B 13 A = B, A]∗B, A[∗B

DTR: Derived Temporal Relationship
ETR: Embedded Temporal Relationship

“tree9horse” of frame 2, “tree14horse” of frames 3–5,
and “tree1horse” of frame 6. The corresponding spatial
relationship sequence between the tree and the horse in the
x-axis is represented as “11, 91, 143, 11.”

Before deriving the temporal relationships, we have to
preprocess the spatial relationship sequence to eliminate the
redundant symbols in it. The preprocess part contains two
steps: (1) ignorance, and (2) accumulation. First, we
ignore the difference among those 13 spatial relationships,
since each of these 13 spatial relationships implies the ap-
pearance of both objects. To achieve this goal, we replace
each of the spatial relationships 1 to 13 with the symbol
“∗” Second, for the given sequence of spatial relationships
“Sa, Sb, Sc,” we will replace it with “Sa+b+c.” For example,
for the given sequence “143, 147,” we replace it with “1410,”
and for the given sequence “∗3, ∗2,” we replace it with “∗5.”
For example, for the spatial relationship sequence in the x-
axis shown in Figure 1-(a), it is “11, 91, 143, 11.” The corre-
sponding preprocessing steps are like this: (11, 91, 143, 11)
→ (∗1, ∗1, 143, ∗1) → (∗2, 143, ∗1).

Finally, after getting the resulting string, we can use an
exact string matching algorithm to derive the 13 temporal
relationships. The derived rules are shown in Table 4. The

T
14 16 15

B

A

A < B

T
15 16 14

B
A

A <* B

T
14 15

B

A

 A | B

(1) (2) (3)

T
15 14

B

A

 A |* B

T
14 * 15

B

A

 A / B

T
15 * 14

B
A

 A /* B

(4) (5) (6)

Figure 5. Derived temporal relationships (1–
6)

related explanatory charts for Table 4 are shown in Figures 5
and 6. In Table 4, basically, those sequences of uid’s can be
classified into three parts, a, b, and c. In part a, the derived
temporal relationship does not contain any other temporal
relationships. In part b, the derived temporal relationship
implies temporal relationship “A = B.” For example, in
Figure 7-(a), the temporal relationship between objects A
and B is equal to A[B. Moreover, there is one temporal re-
lationships implied A = B. In part c, each of the derived
temporal relationship implies the other three temporal rela-
tionships. For example, in Figure 7-(b), the temporal rela-
tionship between objects A and B is equal to A%B. More-
over, there are three temporal relationships implied A = B,
A]B, and A[B.

3.2 The Temporal Unique-ID-Based Ma-
trix (TUID Matrix)

Since there are two spatial relationship sequences (in x-
and y-axes) between any pair of objects in one shot, we
use a data structure similar to the UID matrix to store each
spatial relationship sequence.

Suppose a video V contains m objects and let O =
{o1, o2, ..., om}. An m × m Temporal UID matrix T of
video V is defined as follows:
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(10) (11) (12)
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A

 A ] B
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Figure 6. Derived temporal relationships (7–
13)

T
* 14

B

A

A = B

T
14 * 14

B

A

A ] B
A = B A [ B

(a) (b)

Figure 7. Embedded temporal relationships:
(a) (∗, 14) ⇒ A[B ∪ A = B; (b) (14, ∗, 14) ⇒
A%B ∪ (A = B,A]B,A[B).

T =

o1 o2 · · · om−1 om

o1 0 sy
1,2 · · · · · · sy

1,m

o2 stx1,2 0
. . .

...
...

...
. . . 0

. . .
...

om−1

...
. . . 0 sy

m−1,m

om stx1,m · · · · · · stxm−1,m 0

where the lower triangular matrix stores the spatial in-
formation along the x-axis, and the upper triangular ma-
trix stores the spatial information along the y-axis. stxj,i is
the spatial sequence of numbers between objects oi and oj

along the x-axis and sy
i,j is the spatial sequence between ob-

jects oi and oj along the y-axis. Assume that the number of
changes of spatial relationships between oi and oj is n, the
spatial sequence stxj,i is (uid1t1, uid2t2, · · · , uidntn), and
the spatial sequence sy

i,j is (uid1, uid2, · · · , uidn), where
uid1t1 means that there is a spatial relationship uid1 be-
tween oi and oj during the time t1. For example, the corre-
sponding Temporal UID matrix T of Figure 1-(a) is shown
as follows, where the tree and the horse are denoted by t
and h, respectively.

T =
t h

t 0 2, 2, 14, 6
h 11, 91, 143, 11 0

The TUID-Matrix strategy can support three query types,
query by spatial relationships, temporal relationships, and
spatio-temporal relationships. For the query type of the spa-
tial relationship, since we record all the spatial relationships
between the objects, we can answer the spatial relationships
directly. For example, in Figure 1-(a), a user would like to
query the video that the spatial relationship in the x-axis be-
tween the tree and the horse is “t1h.” We check each spatial
relationship of the sequence in the x-axis between the tree
and the horse. Then we find that frames 1 and 6 are of the
user of interest.

For the query type of the temporal relationship, accord-
ing to the way to derive temporal relationships from the se-
quence of spatial relationships, we can use an exact string
matching algorithm to derive the 13 temporal relationships.
For example, in Figure 1-(a), the user wants to query the
video that the temporal relationship between the tree and the
horse is “t8h.” First, we apply the deriving rules shown in
Table 4 to transform the query into a string “∗, 14.” Then,
the index structure sequence T [t, h] will be preprocessed
into “∗2, 143, ∗1.” The string “∗, 14” exactly matches the
sequence “∗2, 143, ∗1.” So we can answer the temporal re-
lationships.

For the query type of the spatio-temporal relationship,
we take an example to illustrate the process. Figure 8 shows
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Frame 2 Frame 3 Frame 4

Frame 5

Frame 1

Frame 6 Frame 7 Frame 8

Figure 8. Video V2

Frame 2 Frame 3Frame 1

Figure 9. Query video V3

video V2 in which a horse is jumping over a tree, and the sun
is in the sky.

The corresponding Temporal UID matrix Tv2 is shown
as follows:

Tv2 =

t h s
t 0 10, 5, 1, 1, 1, 5, 10 14, 1
h 12, 11, 11, 101, 61, 21, 21 0 14, 1
s 141, 27 141, 27 0

where t denotes object “tree,” h denotes object “horse,” and
s denotes object “sun.” There is a query video V3 as shown
in Figure 9. The related TUID matrix of V3 is shown fol-
lows:

Tv3 =

t h s
t 0 10, 1, 10 1
h 11, 101, 21 0 1
s 22 22 0

By comparing these two TUID matrices, those objects
shown in the Tv3 are also in Tv2. Then, we find out the
intervals of frames for each pair of objects that can match
the change of spatial relationships as shown in Tv3. To find
out the interval of frames for the pair of the objects t and h,
we have to find out the subsequences of the spatial relation-
ships in the x- and y-axes in Tv2 based on the sequences
of spatial relationships in the x- and y-axes in Tv3. That
is, along x-axis, there are six subsequences of spatial rela-
tionships in Tv2 that match the sequence, (1,10,2), in Tv3.
Those subsequences are shown in the left-hand column of
Table 5. The order of each spatial relationship in the sub-
sequence forms an order sequence shown in the right-hand
column of Table 5. Similarly, there are three subsequences

Table 5. Subsequences and orders in the x-
axis

subsequence order
(12, 101, 21) (1, 4, 6)
(12, 101, 21) (1, 4, 7)
(11, 101, 21) (2, 4, 6)
(11, 101, 21) (2, 4, 7)
(11, 101, 21) (3, 4, 6)
(11, 101, 21) (3, 4, 7)

Table 6. Subsequences and orders in the y -
axis

subsequence order
(10, 1, 10) (1, 3, 7)
(10, 1, 10) (1, 4, 7)
(10, 1, 10) (1, 5, 7)

of spatial relationships in the y-axis in Tv2 that match the
sequence, i.e., (10,1,10), in Tv3. Table 6 shows these subse-
quences and the corresponding order sequences.

Note that, there exists one order sequence, that is (1,4,7),
both shown in Tables 5 and 6. This means that there ex-
ist subsequences both in the x- and y-axes according to the
same order that match the corresponding sequence in the x-
and y-axes in Tv3. Based on the subsequence, (12, 101, 21),
in the x-axis, we can obtain two intervals of frames for the
pair of objects t and h that match the frame sequence as
shown in Tv3. The intervals are calculated as follows. The
begin bound of the frame interval is calculated by the first
element in the subsequence. That is 12. According to the
position of 12 in the sequence of spatial relationships, since
12 means that two continuous frames have the same spa-
tial relationship, we have frames 1 and 2 to be the begin
bound of the interval of frames. Similarly, the end bound
of the interval of frames is calculated by the last element
in the subsequence, i.e., 21. According to the position of
21 in the sequence of spatial relationships, we have frame
8 (= 2 + 1 + 1 + 1 + 1 + 1 + 1) to be the end bound
of the interval of frames. Thus, the interval of frame 1 to
frame 8 and the interval of frame 2 to frame 8 match the
query video V3 for the pair of objects h and t. We denote
these two intervals by [1, 8] and [2, 8], respectively. Table 7
summaries the matched intervals of frames for each pair of
objects. Note that, the interval [2, 8] appears in each pair of
the objects. Finally, we conclude that those frames among
frame 2 to frame 8 in V2 match the query video V3.

192

Authorized licensed use limited to: MIT Libraries. Downloaded on September 28, 2009 at 22:01 from IEEE Xplore.  Restrictions apply. 



Table 7. Matched intervals of frames for each
pair of objects

pair interval
(t, h) [1, 8], [2, 8]

(t, s) [2, 2], [2, 3], · · · , [2, 8], [3, 3], [3, 4], · · · , [7, 8], [8, 8]

(h, s) [2, 2], [2, 3], · · · , [2, 8], [3, 3], [3, 4], · · · , [7, 8], [8, 8]

Table 8. Range of the four factors

parameter videos objects frames query objects

range 100 ∼ 400 20 ∼ 35 1000 ∼ 2500 4 ∼ 10

4 Performance Study

In this Section, we present the performance study of our
proposed strategy (TUID) and compare it with Lee et al.’s
3D C-string strategy (3DCS) [10] by simulation.

4.1 The Simulation Model

In experiments, a preprocessing phase is needed to gen-
erate and the indexes of all videos in the database and query
videos. But, in this paper, we concern about showing the
efficiency of our proposed strategy, so we do not consider
the index generation as the cost of the execution time. We
perform 100 queries with the target videos generated as
follows: (1) select one randomly from the videos in the
database; (2) extract a sub-video from the selected video,
(3) take a random value from an appropriate range for each
window of a frame. The cost of the execution time of the
experiment is measured by the average elapsed time of 100
video queries.

In our simulation, the experiments are made according to
the synthetic video database. Basically, the number of ob-
jects which could appear in the video database is 50. There
are four factors dominating the performance of the video
retrieval algorithm: the number of objects in a query video,
the number of videos in the database, the number of objects
and frames in a video [10]. Table 8 shows the range of the
four factors in the synthetic video database. Since we can
specify the number of objects in query videos, it is set in the
range between 4 and 10, and each video contains about 500
frames. There are 100 to 400 videos in the database. For
each video, we assign 20 to 35 objects to it. The number of
frames in a video is in the range between 1000 and 2500.
In each experiment, we change one cost factor and set the
other three factors in default values as shown in Table 9.

Table 9. Default values of each of four factors

parameter videos objects frames query objects

default value 200 30 1000 8

4.2 Simulation Results

We focus on the performance of answering queries of
spatial relationships, temporal relationships, and spatio-
temporal relationships. In Tables 10, 11, we show that our
strategy needs much less query time than Lee et al.’s strat-
egy.

Table 10 shows the simulation results based on chang-
ing the number of frames in a video. The execution time
increases linearly as the number of frames in a video in-
creases for the query types of spatial, temporal, and spatio-
temporal. The reason is that the more frames in a video is,
the longer the execution time is required.

In Table 11, the execution time increases linearly as the
number of objects in a query video increases for both strate-
gies in the query type of spatio-temporal. The reason is
that the more the number of objects in a query video is, the
more the number of combinations of objects in each video
is needed to be checked. However, in the query types of
spatial and temporal, we randomly choose two objects from
the objects of a query video. And we calculate the spatial
or temporal relationships between the two objects to do the
query. Moreover, in the query type of objects, we focus on
the motions of one object. Therefore, the cost factor, the
number of objects in query video, has no effect on the ex-
ecution time for the query types of spatial, temporal, and
objects.

5 Conclusion

In this paper, we have proposed an indexing strategy, the
TUID matrix strategy, for video retrieval based on the orig-
inal 13 and three new spatial relationships. According to
those 16 spatial relationships, we can derive the temporal
relationships from the sequence of spatial relationships. In
this way, we do not have to record temporal relationships
by extra storage space. The TUID matrix strategy could ef-
ficiently query spatial, temporal, and spatio-temporal rela-
tionships. From our simulation results, we have shown that
our proposed strategy needs less searching time than the 3D
C-string strategy.
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