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Abstract — This paper presents o new elass of unlversal rowting
networks called foi-freey, which might be used 1o Inferconnect the
processors af & general-parpose parallel supercompuier. A fat-
tres routing network s parameteriead not only In the sumber of
processors, bul sbso in the amount of slmualtaneous commu-
nicuiion it con support. Since communkeotion can be scaled nde-
pendenily from number of processors, substantinl hardware can
be wived over, for example, hypercube-based networks, for such
parallel processing applications as (inlle-element analysis, bui
withowl resnrting (o a special-purpose architecture.

Of greater interesi from a iheorctlcal standpolnt, however, s a
proof thal a fal-tree of o given slze Is nearly the besi rouling
network of thal size. This usiversality theores s proved using &
three-dimensional VST model that as o di-
reci cost. In this model, hardware skee b5 measured as physical
vidume. We prove that for any ghven amount of eomminicationg
hurdware, o fwi-tree bulll from that amount of hardware can

every ather network bulli from the same smownt of
hardware, wsing only slightly mare time (8 polylogarithmic lactar
greater . The busic assumption we make of competing networks is
the following. In unit time, o1 most O(a) bits can enter or kave o
elostd three-dimensional region with surfece srea a. (This paper
proves the universulity result for offline simulations only, )

{adres Termi — Fal-trees, interconnection networks, paraliel su-
percemputing. rogling neiworks, oniversality, VLS] theory,

[. INTRODUCTION

05T routing networks for paraliel processing super
compuilers have been analyvzed in terms of per-
formance and cost. Performance 15 typically measured by
how long it takes to roule permutations, and cost is measured
by the number of swilching components snd wires. This
paper presents o new routing network called far-irees, but
analvzes it in o somewhat different model. Specifically, we
use a three-dimensional VLSI model in which pin bounded-
ness has a direct analog as the bandwidih limitarion imposed
by the surface of a closed three-dimensional region. Per-
formance is measured by how long it takes 1o route an arbi-
trary se1 of messages, and cost 1% measured as the volume of
i phvsical implementation of the network. We prove a i
versality theorem which shows that for a given volume of
hardware, no network is much better.
Unlike & compuoter scientist’s traditional notion of a iree,
Tui-trees are more like real trees in thar they get thicker
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further from the leaves. In physical structure, a fat-tree
resembles, and 18 based on, the tree of meshes graph due o
Leighton [12], [14]. The processors of a fai-tree are located
af the leaves of a complete binary tree, and ke internal nodes
ure swilches. Going up the fat-tree, the number of wires
connecting a node with its father increases, and hence the
commiuntcation bandwidth increases, The role of growth in-
fluences the size and cost of the hordware 2t well.

Most networks that have been proposed for parallel pro-
cessing are based on the Boolean hypercube, bul these net-
works suffer from wirability and packaging problems snd
require nearly order a*° physical volume to interconnect n
procesgors. In his influential paper on “ultracomputers™ [27],
Schwarlz demonstrates that many problems can be solved
efficiently on a supercomputer-based on g shuffle network
[28]. But afterwards, Schwanz comments, “The most prob-
lematic aspect of the ultracomputer architeeture suggested in
the preceding section would appear to be the very large num-
ber of intercabinet wires which it implies.” Schwartz then
goes on to constder a Ylayered" architecture, which seems
easier 1o build, but which may not have all the nice properties
of the original architecture

On the other hand, there are many applications that do not
require the full communication potential of & hypercube-
based network, For example, many finite-element problems
are planue, and planar graphs have & bisection width of size
O(V1), 35 was shown by Lipton and Tarjan [19]. Moreover,
any planar inerconnection strnlegy requires only &a) val-
ume. Thus, & natural implementation of & parallel finite-
element algorithm would waste much of the communication
bandwidih provided by 1 hypercube-based routing network.

Fat-trees are a family of peneral-purpose interconnection
strategies which effectively utilize any given amount of hard-
ware resource devoted to communication. This paper proves
that far a given physical volume of hardware, no petwaork is
much better than a fat-tree. Section 1 introduces fat-tree
prchitectures and gives the logical structure of one feasible
implementation. Section [11 shows how communication on a
fut-tres can be scheduled off-line in & near-optimal fashion.
Section 1V defines the class of walversal (s-trees and in-
vestigates their hardware cost in & three-dimensional VLSI
model. Section V contsing several combinatorial theorems
concerming the recursive decomposition of an arbitrary rout-
ing network, and Section V] wses these resulis to demonsirate
that fot-trezs are indeed o class of hardware-efficient univer-
sal routing networks, Finally, Section VI offers some re-
marks about the practicality of fat-trees.
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i1, Far-TrEEs

This section introduces fat-trees as a routing network for
parallel computation. The parallel computer based on fat-
trees that we present is somewhat arbitrary and is influenced
by the various coppection machine prejects [5], [9], [11] con-
ceived at M.LT. The computational modet is not meant to be
exclusive —the results in this paper undoubtedly apply o
more general models. Moreover, arbitrary “engineering de-
sign decisions.” which may not be the best choices from
either a practical or a theoretical perspective, huve been made
in this description of fat-trees. Most of the choices influence
the results by only a logarithmic factor, however, and do not
affect the overall thrust of the paper — the universality theo-
rem in Section VI.

The intuitive mode] for parallel computation that we use is
a parallel computation engine composed of o set of processors
nterconnected by & routing mefwork. The processors share
no common memory, and thus they must communicate
through the routing network, using mesrages. The job of the
routing network is to see that all messages eventually reach
their destinations as quickly as possible.

A fat-tree FT 15 a rooting network based on a complete
binary tree. (See Fig. 1.) A set P of » processors is located
at the leaves of the far-tree. Each edge of the underlying tree
comesponds 1o two channels of the fat-tree: one from parent
ta child, the other from child o parent. Each channel consists
of a bundle of wires, and the number of wires in a channel ¢
is called its capacity, denoted by capic). The capacities of
channels in the muting network are determined by how much
hardware we can afford, a topic to be discussed in Section TV,
The channel leaving the root of the tree comesponds to an
interface with the external world, Each (internal) node of the
fat-tree contains circoitry that switches messages between
incoming channels and outgoing channels.

Messages produced by processors are borched into deliv-
ery cycles. During a delivery cycle, a processor may send
messages through the network to other processors. Some
messages may be lost in the routing network during a delivery
cycle. Thus, in general, at the end of the delivery cycle,
acknowledgments ore sent from the destination processor
back 1o the source processor. Messages that are not delivered
must be sent ggain in subsequent delivery cycles.

The nodes of the far-thee accomplish most of the switching.
In erder to understand their function, one must first under-
stand how the routing of messages {s accomplished. A mrs-
sage ser © P x P is asetof messages (i, 0. (i, ) € M,
then processor | has a message to be sent 1o processor . (We
omit details concerning the contents of messages and the
handling of messages routed 1o and from the external inter-
face.) Routing in the fat-tree is basically easy since svery
message has a unique path in the underlying complete binary
tree. A message going from processor | (o processor | goes
up the tree ta their least common ancestor and then back down
gcoording to the least significant bits of j. Notice that as any
node of the fat-tree. there are only two choices for the routing
of a message. If it comes into 8 node from a left subtree, for
example, it can only go up or down to the right. Thus, a bit
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string of length at most 2 1g m is sufficient 1o represent the
destingtion of any message.'

We shall consider communicarion through the fot-tree net-
work to be synchronous end bit serial. Messages smake
through the tree with leading bits of a message establishing
2 path for the remainder o follow. Since some of the paths
through the tree are longer than others, synchronization of the
departures and arrivals of messages can be a bit tricky. Buff-
ering of messages by the sending processors is one solution
to this problem. (As was mentioned before, there are many
ather engineering alternatives that lead 1o the same kinds of
theoretical results reported here.) The differing lengths of
paths in the fat-tree ore actually a major advantage of the
network becouse messages can be routed locally without
souking up the precious bandwidth higher up in the tree,
much as telephone communications are routed within an ex-
change without using more expensive trunk lines.

The messages in the nerwork obey the bit-serial protocol
shown in Fig. 2. The first bitis the M hir, which tells whether
the remaining bits actually contain a message. Next come the
address bits, which name the destination processor. The final
field in the message format is the data themselves. As mes-
supes are routed through the network, ench nods uses the M
bit to identify whether o wire carries o message, and it uses
the first address bit to make & routing decision. A path is
established through the node for a new M bit and the remain-
ing message bits to follow. The address bits are stripped off
one by one us the message establishes a path through the
metwork.

A fat-tree node has theee input pors, £, Ly, and &, ond
three output parts, Uy, Ly, and o, connected in the motural
way to the wires in the channels. Messages entering input
port L; will go either to output port Uy or to output port £,
The logic of the switching sircuitry in & node consists of three
similar portions, shown in Fig. 3. A wire from an input pont
is fanned out towards the two opposite output ports. The M
bit of each wire is then examined 1o determine whether the
wire has o message, On the next clock tick, the first address
bitis examined on bath branches of the input wire. By asning
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messapes are deviimed for e owpul poft, ind then 8 concenirasar switch
efablishes disjoin elecirical paths for s many af those messages an pessible,

the M bit with either the address bit or its complement, an
M bit 15 determined Tor cach branch by o selector. Next, the
messapges destined for an output port, which currently accupy
many wires, are switched onto fewer wires by o concentraior
Iwileh

The job of the concentrator switch is 1o creste electrical
paths from those input wires that carry messages to fewer
output wires. Obviousty, if there are more input messages
than output wires, some messages will be lost. In this cass we
shall say that the output channsl is congesred. We have
slrendy mentioned an acknowledgment mechanism that de-
tects when messages are lost due to congestion.

For the time being, we shall assume that the concentrator
switch has the following property. If there is no congestion —
that is, the number of input messages does nat exceed the
number of output wires —then no messages are lost, The
concentrator switch that we shall present in Section IV is a
partial concentrator and does not kave exactly this property,
but i1 makes lintle difference w the theoretical results, This
circuit has O(m) components if there are a total of m incident
wires, and it swiiches in constant time, Thus, the time re-
qQuired for an entire delivery cycle in a fat-tree of r processors
i O(lg rl.

Although we have described the general setting a8 gn on-
fine switching environment, this paper makes the simplifving
assumption that the fat-tree nodes contuin off-line circuitry,
in that the switches, although dynamically ses, have their
settngs predefermined by an off-line scheduling algorithm,
Naturally, it would be betier to dynamically determine the
seftings themselves in real time, and indeed, it is possible o
build such on-line switches, bat these results will be reporied
elsewhere [8]. We have chosen here 1o prove the weaker
off-line results so as 1o simplify the presentation of the uni-
versality thearem in Section V.
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There are several consequences of the off-line assumption
that bear mention, however. For example, the results apply to
practical situations when the seftings of switches can he
“compiled,” as when simulating a lurge VLSI design or emu-
lating a fixed-connection network. Also, some of the
mechanisms —such as acknowledging the receipt of mes-
sages. which is necessary in an on-line environment — can be
omitied from the off-line hardware seructure, thereby reduc-
ing the complexity of the design.

. OFF-LINE SCHEDULING ON FaT-Thess

The concentrator switches in the nodes of & fai-iree routing
oetwork guarantee that no messages are lost unless there is
congestion. This section gives an algorithm for schedoling
the delivery of an arbitrary set of messages so that all mes-
sages will be delivered. We give a simple value, ealled the
load factor of a set of messages, which provides a lower
bound on how guickly the messages can be delivered, We
show that for an arbitrary message set, off-line sched uling
can be done optimally 1o within & logarithmic facior of rhe
number of processors,

Let us be more precise about the off-line seheduling prob-
lem. Let FT be a fat-tree on n processors, and let © be the set
of channels in FT. For any channel ¢ £ C, the capacity
capic), which is the number of wires in the channel, is alsa
the maximum number of simultaneous megsages the channel
can support because we are assuming bit-serial commuonicy-
tien. Since cach message between two processoss determines
a unique path in the underfving complete binzry tree, we can
define load(M, ¢) to be the total nember of messages in g
message kel M that must go through channel &, We call M s
one-cvele message set if load(M, £) = capie) for all channels
¢ € C. If all capacity constraints are met, & fat-tree with
wdeal concentrator switches can route every mSsiage in one
delivery cycle,

A schedule of a message set M is o panition of M inte
one-cycle messape sets My, M, - -+ M, where & 15 the 1ol
number of delivery cycles, A simple lower bound on o for an
arbitrary message set M iz o = mux, (load(M, c]/caple]),
which keads to the following definition

Definition; Let M be a message set, and let ¢ £ € be a
channel in a fat-tree. The load facor AUM. ) of & channel g
due to M is

_ loadiM. )

MM, ¢l .
caplc)

and the foad factor of the entire fat-tree due 1o M is
ALM ) = max AlM, £},
rigil

A message s=t M is 8 one-cyele messope sef 1f A(M Y = |
The simple lower bound on the number d of delivery eycles
required for any schedule of M esn now be reexpressed ps
d = A(M). The next theorem shows that this lower boond
can be achieved 1o within s logarithmic factor of n,
Theorem 1. Let FT be a for-tree on n processors, and ler
C be the ser of channels in FT. Then for amy mesgape 1er M
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with A(M| = 1, there is an aff-line schedule M, Ms, <+ <, My
such thar d = (LM | lg n).

Froaf: The idea is to partition the messages going from
left to right through the root of the fat-tree in1o a1 most 24(M )
ane-cycle message sets, to do the same for the messages
#oing from right to left, and then to recursively partition the
messages in the two subtrees of the root. Let 0, be the subset
of M consisting of those messages that must go through the
root from left to right. The scheduling algorithm will begin
by partitioning @, into two message sets (3 and 5. It then
iteratively refines each @, into Qs and @y, . until each Q..
E=r--+ 2r— 1 is a ane-cycle message set for some
r = IAM ). The r message sets (., * + + , (., form the initial
sequence of the schedule,

The algorithm similarly partitions the message set con-
sisting of messages going from right to lefi in the fat-tree and
adds them 10 the schedule. (Each of these message sets can,
in Tact, be routed al the same time 25 one of the @,.) Finally,
the algorithm recursively pantitions the messages remaining
within the two subtrees of the root. The upper bound of
2A(M) one-cycle message scts holds for all messages routed
through the root of a subtree. But since all subtrees with roots
at the same level can be rosted at the same time, the total
number of delivery cycles required is at most the height of
the fai-tree times the time for one level, which yields
d = QMM 1g n).

Tt remains to show that the message sets can be partitioned
effectively. Consider once again the message set 0, of mes-
sages going lef 1o righe through the root of the fat-tree. We
pow show that each messape set O3, £ = 1,2, ,r — 1,
can be perntioned into Oy and @y. 30 that for every channel
r € C. the messages of {, that go through ¢ are split exactly
evenly, that is, so that load(Qy. ¢) = T(1/2) load(,. c)] and
load{ Qs+ . €) = [(1/2) load(,, ¢)]. The parfitioning con-
51515 of 1wo parts. matching and tracing, and is reminiscent of
switch setting in a Benes network [34] and the Eulerion tour
routing algorithm from [10].

First, do the matching. Consider sach message in (@, as
being & string with two ends: a source end ond a destination
end. Within each processor, match as many pairs of string
ends as possible until at most one message of @ is unmatched
within each processor, Matice that source ends are matched
only with source ends and destination ends only with desti-
nation ends becausz all Et::agts i1 go l=fi toright through
the root. Then consider two-leaf subtrees. If each of the two
leaves has one unmarched string end, match the ends. Con-
tinue matching the unmatched string ends in four-leaf sub-
trees, and so on up the fat-iree, At every level of the fat-ree,
8l mosl one string end % unmatched in =ach of the two sub-
trees of o node. At the root, at most one string end from each
side will be unmatched (when there is an odd number of
messages going from |eft to right through the roor).

Now the tracing phase begins. If there is an unmaiched
string end in the left subtree, start with it. Otherwise, pick a
string end arbitrarily from the left subtres. Put the cosre-
iponding message into 0y, snd follow the string to the right
subtree. Find the mate of the string end on the right side, and
put the corresponding message into .. Follow this new
siring back to the left side, find its mate, and put the corre-

B9S

sponding message intd (Jy. In peneral, when traversing a
string left to right, put the corresponding message into Oy,
When traversing right to left, put the message into @y.,, If
we discover that a string end has no mate, or that the message
comresponding 1o the mate has already been assigned, we
have gither found the (one) unmatched string end on the right
or completed a cycle. In either event, pick anather string end
arbitranly and continue until all messages in @, have been
assigned either to Oy or to O,

To see that this algorithm evenly splits the messages of @,
in every channel ¢, observe that the number of times we enter
a subtree of the fat-tree Is equal to the number of times we
leave, unless we are trucing the one possidle string end
matched outside the subtree. Since the split is even in every
channel, the partitioning of @, into one-cycle message sets
Qoo Oy will be achieved when

laad( (), c}

F= 1 max
¢ caple)
load(M, c)
= i max ey
' capic)
= Z20M),
which completes the proof. "

For the special case when cap(e) > & Ig n, for some
a > 1, the logarithmic factor in the upper bound of
Theorem 1 can be removed. Thus, under these conditions,
the lower bound of the foad factor can be mel almost exoctly.

Corollary 2. Let FT be u far-tree on 6 proceisors, bei © be
the ret of channels in FT, ond suppase thar there it a constant
a > [ such tharcapfc) = a lg nforall ¢ € C. Then for any
message set M, there is an off-line schedile M, M, --- M,
such thar = jaSa = TATM]),

Froaf: For each channel ¢ € C, define a set of fie-
Htious capacities cap’(c) = caple) — Ig n. The fat-iree with
the fictitious eapacities has a load factor A'(M) =
{afa — 1AM ). Now use the scheduling algorithm of Theo-
rem 1. but during the recursion on lower levels of the tree,
mther than using new message sets, simply rewse the 2A'(M )
message sets produced by partitioning the messages through
the root.

The bisections at a given level produce panitions of the set
of messages that are equal to within one, and this error can
accumuiate in a single channel as we go down the tree. The
largest value of the error can be as much as Ig #, but the actusl
capacities are never exceeded, and so each of the 24 (M)
message sets will be routable in one delivery cycle. [

Thus, for example, if the capacities are each at least 2 Ig a,
the number of delivery cycles is aol worse than 44041, (In
fact, the divide-and-conquer partitioning of messages can be
improved 10 ZAIM ) + alAiM)).)

[V. The HARDWARE REQUEREMENTS 0F FaT-TREES

This section investigates the amount of hard ware reguired
by a fat-tree. We give a precise deseription of how the
switches in the nodes of a far-tree might be implemented and
determinge how much hardwere a node requires. We then
define the channel capacitics of universal fat-crees. Finally,
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we determine the amount of hardware required 10 build uni-
versal far-trees.

The model for hardware that we use is an extension of
Thompson's two-dimensional VLSI model [29] by making
the natural extension fo three dimensions. In this model,
winss occupy volume and have 8 minimum cross-sectional
area. Similar three-dimensional models have been siudied by
Rosenberg [16] and Leighton and Rosenberg [16].

We first present an implementation of & fat-tree node. As
was shown in Fig. 3, most of the switching components are
contained in the three concentrator switches. According to
the three-dimensionsl YLE] model, however, we must also
be concerned with the amount of wire consumed by the inter-
connection of the components, We shall show that a fat-tree
node with m incident wires can be built with Q(m) com-
ponents in 2 hox whose side lengths are Ok Vm ), A Vim),
and O0Vm/h), for any | = h = Vm. The node regquires
constant time (o route its inputs,

We shall need some definitions. An (r, 8] concestralor
graph [21] is a directed acyclic graph with r inputsand 5 = r
outpuls such that any & = 5 inputs can be simultansously
connected to some & outputs by veriex-disjoint paths, An
[r,5, a) parfial concentralor graph i3 a directed scvelic
graph with r inpuis and 5 = r outputs and & constani
0<a <] such that any b = oy inputs can be simultane-
ously copnecied to some k owipuls by vertex-disjoint paths,

Pinsker [11] and Pippenger [12] showed that {r, 1} concen-
trator networks can be bullt with (Nr) components using
probabilistic constructions, bui they do pol bound the depth
of the graph, which we wish 1o be copstant. Pippenger [23],
however, uses another probabilistic argument 10 construct
ir,£, @) partia]l concentrator graphs for sufficiently large ¢
where £ = 2rf3 and & = 374, The partial conceniraior
graphs are bipartite (no intermediate vertices between inputs
and outputs), every inpui has degree at most 6, and every
output has degree at most 9. By pasting severa] of these
graphs fogether, outputs to inputs, any constant ratio of con-
centration can be obtained in constant depth. For a given set
of inputs, the paths through the graph can be set up in poly-
nomial time using network flow techniques or by performing
& sequence of matchings on each level of the graph.

We wse a partial concentrator graph fo construct & good
eoncentrator switch, We simply make switching decisions at
the inputs to each level. These decision bits can be inter-
leaved with the address bits that specify the path of & message
through the Tat-tree, In order {0 use the off-line routing results
from Section 111, we treat the actual capacity of a chanpel as
o times the number of wires, which changes the resulis by
only 8 constant facior

We now tumn our attention to the physical structure of a
fzt-tree node. A node with m incident wires contains CH{m)
compenents. The next theorem gives the physical volume
Decessary o wire the components.

Lemma 3; A set of m components and external wires can
be wired fogether according o an arbitrary inferconnection
paitern to fit in a box whose side lengpths are DN m),
OfkVm), and O(m k), forany ] = h = Vm,

Froof: We need to use the fact that in two dimensions,
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any permutation of m aputs and m outputs can be routed in
Oim®) area, which can be seen by considenng 1 “crosshar”
layout, Thus, in two dimensions, the wiring of the compo-
nents and external wires can be accomplished by layving all
components and external wires olong & line and routing the
permiitation dictated by the interconnection.

The construction in three dimensions is essentially that af
Leighton and Rosenberg [16]. In three dimensions, the ex-
ternal wires and components lie on a face of a box. Any
permutation of m inputs and m outputs can be routed in 2 box
of {m™**) volume where each side has length O(V'm ). This
proves the result of the theorem for constant h.

To extend the result, we use a result of Thompson [29] on
converting a lavou! of height b into & levout of height 2.
Consider slicing the box into slices of height &, and consider
one such slice, If we expand each of the other two dimensions
by & factor of A, the & lavers can be superimposed, slightly
offset from one another. Since this can be done with each of
the slices simultansousty, the theorem follows. "

We are now in a position to ascertain the cost of a fat-tree
implementation based on the capacities of its channels. If the
capacities of the fai-tree channels are determined arbitrarily,
the analysis coald be messy. Forthe fat-irees that will be used
in universality results of Section V1, however, the channel
capacitics can be characierized by the capacity at the root.
This section defines the channel capacities of & wmiversal
fai-tree and evaluates the hardware costs of an imple-
meniation. Without loss of generality, and for simplicity, we
assume in this section that the number of connections to each
processor in the far-ires is 1,

Let FT be & fat-tree on n processors, and let © be the set
of channeis in FT. Consider each node to have a level number
that is its distance 1o the root, and give each channel ¢ € C
the same level number as the node beneath it. Thus, for
example, the root and the channel between the root and the
exiernal interface are both ai level 0, The processors and the
channels leaving them are af level Ig n. If the channel at bevel
0 has capacity w, then we say thal FT has roof capaciny w.

Definition: Led FT be a fal-tree on n processors with root
capacity w where n" = w = n, Thenif each channelc £ C
&t level k setisfies

o= e[}

we call FT a wniversal fat-rree.

The capacities of the channels of a universal fat-tree prow
exponentially as we go up the tree from the leaves. Initially,
the capacities double from one level 1o the next, but at levels
closer than 3 1g(n,/w) to the root, the channel capacities grow
a1 the rale of V4,

We can now determine the hardware required by & univer-
sl fal=tres.

Theorem 4: Let FT be a universal fat-tree on n processors
with root capacity w where ™ = w = n, Then there is an
implementation of FT in a cube of volume v = Offw [pin/
w) ') with Oin lg{w"/a’ i} componenis.

Frool: We first cstablish the component count. For
node at level & = 3 Ig(n/w), the number of components in
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the node is Ciw/2*7), and the number of nodes ar level & is
2', Thus, the number of components in all levels between 0
and 3 lg{n/w) 15

Algimsl Wigimm|
Y, PO(w/2*) = w 3 02
L] FLT]
= {Nn)

since the largest term of the geometric series occurs when
k = 3 |gin/w). Nearer the leaves, each level has about the
game number of components, The total number in the Jevels
berween 3 [gin/w) and Ig n 15

s

¥ 20in/2 = Oln 1g(w’/n®).

] gl

Thus, the number of components rearer the leaves of the
fat-tree dominnles.

The volume bound s somewhat more intricate to estahlish,
bur is essentially the unrestricted three-dimensional layout
construction given by Leighton and Rosenberg [16]. The
imterested reader is referred to their paper. Similar divide-
pnd-conquer loyout stralegies for two dimensions can be
found in [31,[12], [14]. [17). [1€]. [32]. .

Theorem 4 gives the volume of o fai-tree in terems of (s
root capacity. For the universality resulis of Section V1, we
shall be interested in the reverse.

Definition; Let FT be a universal fat-tree that occupics
volume v and has root capacity BMv* flgin/v**)). Then FT is
B urtfversal far-iree of volume v

Remark: A universal fot-tree on n processors of volume v
must satisfy v = (dim 1z ) and v = Qir™) 10 be well de-
fined. By modifving the definition of a universal fac-tree, the
lower bound can be reloxed 1o £}, which resolts in minor
changes to the bounds guoted in the upiversality theorem of
Section VI

¥. DEcomposmIonN TREES

The physical implementation of a routing metwork con-
sirains the ability of processors in a paralle| supercomputer to
communicate with one ancther. The universalily theorsm
from Section V1 makes essentially one nssumption about
competing networks: at most (Wa) bits can pass through a
surface of area o in unit time. This assumption can be browght
i1 bear on an arbitrary portion of a routing network im-
plementation through the use of decompaosition frees, & re-
firement of the graph-theoretic notion of separarerr [19],
Similar results can be found in the VLSI theory liternture.
The results presented here generalize and greatly simplify
fome of the constructions in the literature, notably those in
[3],14], and [13]. The generalizations are necessary for the
proof of 1the universality thearem.

A routing network B inlerconnecting a set P of processors
has & [wy, wy, -, w,] decomposition tree if the amoom of
information that can enter or beave the set P of processors
fram the outside world is at most wy bits per unii time; # con
be panitioned into twa sets P, and P, such that the amount of
information that cun enfer or leave each set is 51 maost w, Bis

E7

per upin time;, each of Fy and P, can be partutboned into two
sots sach that the bandwidth to and from each of the four sets
is Bf mosT wy; and o on, untl every set at the rth level has
gither 2210 or one processors i i, When the bandwidsh de-
creases by a constant amount from one level g the next, we
shall sdopt & shorthand potation. We shall say that B has a
(w,a) decomposition free for | < a =2 if 11 has 2
[w,wfa, wia, - (1)) decomposition tree, (For VLSI
graph lavouts, there is o similar notion called bifurcators
131, 113].)

Theorem 5: Let R be & routing nerwork that occupies a
cube of volume v. Then & has an (™), W34 decomporition
Iree.

Prog: The cube hoz side length Vv and surface ases
61, Imagine a rectilinearly oriented plane that splits the
cube into two equal boxes, each occupving volume u/2, This
cutting plane neturally paritions the processors inLo wo sets,
Partition each of the two hoxes by repeating this procedure
with a plane perpendicular to the first. Continuing now in the
third dimension yields eight cubes. Repeat this procedure
until zach box contains either 2ero oF 0AE Procesions.

The volume aof each of the 2' boxes generated by the ith cut
is v/ 2, and the surfuce area is at most 434 (v/27. Let v be
the constant factor by which the bandwidth of informarion
transfer differs from the surface aréa. Then the routing net-
work R has a (44 y**, ¥3) decomposition tree. .

A decomposition trée generaled by the cuiting plane meth-
od can be unbalanced in the sense that the number of pro-
cessors Iving on either side of a given cut may be unequal.
Following the approach of Bhar and Leighton [3], we define
8 balanced decomposition trer 10 bé a decomposition tree in
which the number of processors on either side of a given
partition is equal, 1o within one. We shall show that a bal-
unced decomposition tree can be produced from an unbal-
anced one.

First, however, we shall need two combinatorial lemmas
The firse, which deals wih the partitioning of stmings of
pearls, is tvpical of lemmas proved in the YLSI theory
literature.

Lemma & Conxider any I'we SErimgs cgm_pa:[ﬂ' of even
nigmbers of Mack and white pearls. By making ai most rwo
cuts, rthe pearls can be divided into two seis, each containing
ar mogt rwe sirings, pach thay each ser has exacely half the
FH::Ih'_'I' |::I_f each color,

Proof? Call the strings L and § for *long™ and “short. ™
We use a continiity argument to show that two sets A and 4
satisfying the conditions of the lemma can alwayvs be pro-
duced, Place the strings L 3nd § eénd-io-end in a circle, as is
illustrated inm Fig. 4(a). Let A be the set of pearls comprising
the skaded half of the circle in Fig. 4(b). and let & be the set
of pearls in the other half. Sappose without lass of generality
that the set A contains o many black pearls and set 4
coniains too few, We shall show how {0 transform set A so
that it oceupies the initial position of set A. The frans-
formation consists of o sequence of moves such that for cach

"Thanks o G. Miller af LISC, whi provided this argumest, which is simpler
than cur onginel algebmie pend
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Fig- 4. The partitioning argument. {a) The rwo sirings L and 5 laid end 40-end
B 4 gircle. {b) The isdiin] position of st &. (cl—{7} The ransformation of 4
Bk,

move, the number of blacks within set A changes by ar most
one. Since set A siaris oul with too many black pearls and
ends with too few, by contineity there will be a position in the
middle where A has exactly half the black pearis. Further-
more, because A has half the total number of pearls, it will
also hove half the white pearis.

The transformation begins by rotating set A counter-
clockwise, ¢ shown in Fig. 4(c}, until it reaches the pasition
shown in Fig. 4(d). Then, set A is broken into two pieces and
the tuiling piecs 15 rotated clockwise until it meets up with the
leading piece on the other side, shown in Fig. 4{e) and (I).
The position of set A is now the initial position of set 4, As
can be verified, at all times during the ransformation, sets A
and A each contain &1 most two strings. L

Lemma 7- Let T be a complete binary tree drawn in the
rarural way with leaves or @ siraight line, and consider any
string 5 af & consecurive leaves. Then there exisis a forest F
of complete binary subtrees of T such that |} the leaves of F
are precizely the leoves in 5, 2) there are ar mogt two trees of
amy given height, and 3) the height of the largest rree ir ar
most g k.

Proaf: The forest i constructed from the maximal com-
plete subtress of T whose leaves lie only in s, [

Theorem 8: Ler R be a routing nenwork on n processors
that hay a fwg. wy, ++ = w,| decomporition ree T, Then R has
afwy, wi, v w il balonced decomporivion rree T where

wl = 4% Wy,

d&j

Proaf: Draw the decomposition tree T in the notural
way with the 2" leaves on a line, Esch leaf efther contains a
processor or else it is empty. If the leof containg o processor,
color it black; otherwise, color it white, Considering the line

EEE TRAMEACTIONS OK COBPUITERS, W0 O34, st 1Y oCToRER [GHS5

of processors as a sinng of bluck and white pearls, 25 in
Lemma 6, we can cui the siring in &t most two places such
that the pearls are divided inlo two sets, each containing at
most two strings, such that each set has exacd y half the pearls
of each color. This partition represents the first level in the
balanced decomposition tree T'.

Recursively partitior each of the two sets using Lemma 6.
Al each step. the number of black pearls {processors) is split
evenly in a sel. and each et contains at most two strings
iconsecutive leaves from the decompesition tree ). Thus,
at level [lg #), each set (beaf of T') conizins at most one
processor.

It remaing 1o prove the bound on the rates w of informea-
tion transfer in and out of each subtres of the balanced de-
composition tree T'. Each subtree of T comesponds to at
most twe strings of leaves from the original decomposition
tree T, From Lemma 7, these two strings corespond to a
forest of complete binary trees with at most Tour trees of o
given height. All external communicatioe of 8 complete bi-
nary subtree of a decomposition tree occurs through the
surtace cormesponding to its root, Thus, the externa) commu-
mication per unit time of a subtree of T' is bounded by the sum
of bandwidths from the roots of the corresponding complete
binary subtrees of T "

Corellary 8: Let B be a rowring nerwork thar has o (w, gl
decomposition tree for I <@g =2, Then 5 has a
4o/ — 1w, a} bolanced decomposition tree.

Frogf: The semmation in Theorem 8 becomes & geo-
MMEITE Leries, L]

VI, UmIVERSALITY oF Fat-TREES

We now show that a fat-tree i+ universal for the amount of
imtereonnection hardware it reguoires in the sense that any
ather routing netwaork of the same volume can be efficiently
simulated. From a theoretical point of view, we define
“efficiently” as meaning at most polylogarithmic slowdown,
Palylogarithmic time in parallel computation corresponds 1o
polynomial time for sequential computation,

Some may argue that polylogarithmic slowdown may not
be efficient if the exponent of the logarithm is large. The
shility of one parallel computer to simulste snother, how-
ever, merely gives confidence in the general-purpose nature
of the eomputer. The loss of efficiency in the simulation is
mot felt if the paralle] computer is programmed directly.

Many of the networks currently being bullt 2re not univer-
tal (for example, two-dimensional arrays, simple trees, or
multigrids). These networks exhibit polyneminl slowdown
when simulating other networks. Thus, they have no the-
oretical advantage over a sequential computer which can
easily simulate a network with polynomial stowdown. Inter-
estingly, hypercube-bused networks are universal for volume
B(n*%), but as we have observed, thev do rot scale down to
smaller volumes,

Theorem 10: Let FT be a wniversal far-tree on a ser of n
processors that occupies a cibe of volume v, and ler R be an
arbirrary routing netwerk on a set of r processors thar alse
aecipies o cube of velume v, Then there it an idensification
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af the processors in FT with the processors of R with the
following properry. Any message set M that can be delivered
in time ¢ by R can be delivered by FT (off-line) in ime
&t lg? m),

Proof: By Theorem 3, the routing network B has an
(O™, V) @ecomposition tree, and hence by Corollary 9,
it also has an (O(v™), ¥4) balanced decomposition tree.
Identify the processors af the leaves of the halanced decom-
pesition tree of & in the natural way, with the processors at
the leaves of the far-tree FT.

By assumption, routing network & can deliver all the mes-
sages in o message set A in time 2. In unit time, at most
©v** /2% messages can enter or leave a subtres rooted at
level k in R s balanced decomposition iree, Thus, in r time.
the total number of messages that can enter or leave a subtree
rooted at bevel & is Ofna /25

There is a second bound o the transfer of information in
and out of a subtree of the balanced decompasition tree of &
The number of messages that can enter or leave a single
processor in time ¢ is 001 since the number of connections
to @ processor is constant. Since there are at most m/2* pro-
Cessoms in @ subtree rooted at level &, the total number of
messages that can enter or leave this subires in ¢ time is
G/ 2%).

We now compute an upper bound an the load foctor A(M )
that M puts on the fat-tree FT. Let ¢ be a channel at level &
in FT, We have just seen that the number loadi M, ¢) of mes-
sages of M that must go through ¢ is O(*"/ 2% and
rn/2"). Since FT is a universal fat-tree with root capacity
Biv*'/lgin/v™™), the capacity of ¢ is

n

!
EB.P['.'J Ly mm”Ei‘E{Fﬁm)}.

Thus, the load factor on ¢ due o M is

AM e} = Or lgin/uv*™),
and the load factor on the whale falstree is

AM) = O Igln/v™) .

The off-line rowting result from Theorem 1 says that
Or lgla/v™") 1 n) delivery cycles are sufficicnt to route all
the messages in M. Since the fat-tree can execute an off-line
delivery eyele in Olg n) time, the result follows. [ ]

The Otlg" n) factor lost in simulation is attributable to the
channel capacities, the routing algorithm, and the switching.
OF these three, only the last, the Oilg #) switching time for
& gelivery cycle. seems 10 be a necessary cost.

The first Otlg n) factor (actually O(1g(n/v™"))) is because
a fat-tree of volume v has a root capacity of 001 /1g(n/v*7))
This logarithmic factor vanishes for the simulation of net-
works that have only slightly less (Cv /g™ r/v™™))) valume.
We have chosen to put all the simulation cxpense in lime o
that the comparison will be equal hardware versus equal
hardware.

The sccond (il m) factor is Jost by the off-line routing
algorithin, In fact, we have recently discovered [8] that off-

L]

line routing in Q(A(M) + 1g n lg Ig n) delivery cycles is
always possible. Moreover, if we assume that each processor
has B(lg ») connections, as is required by a Boolean hyper-
cube, and each channel has capacity f1ilg ), Corollary 2
from Section Il allows us to route fn EHACM)) delivery
cycles,

An important application of the universality of fas-trees is
to the simulation of fived-conneciion netwarks, ihat 15, pet-
works that have direct connections between processors. Here
we relax the technical assumption in the definition of a uni-
versal fat-tree to allow the processors to have # given number
d of connections to the routing network, instead of 1. Such
a universal fur-tree of volume O(v Ig"%n/v*™) on n pro-
Ces50Ts Can simulate an arbitrary degree d fixed-connection
natwark of volume v on n processors with only O{lg n) time
degradstion. The idei Is that the channel capacities of the
universal fat-tree are sufficiently large that the connections
implied by the network can be represented as a one-cvele
message sel, which réquires O(lg #) time to be deliversd,

High-volume universal fai-trees can be compared to clas-
sical permutation networks, which all require {1(n*%) volume.
A universal fut-tree on & processors with e volume c2n
route an arbitrary permutstion off-line in time O01g &), Upto
constant factors, this is the best possible bound {assuming
bounded-degres processors), but it 13 also achievable, For
mstance, by Bepes networks [2], [34] or by on-line soring
networks [1], [15].

A natural extension 1o the off-line roating results presented
bere. and indeed, the one that motivates the entire paper, is
the problem of on-line routing in fat-trees, Nat surprisingly,
there are universal fm-trees for on-line routing, In results to
be reported elsewhere [8] we have discoversd a randomized
routing algorithm that delivers all messages in (HA(M ) —
lg m 1g 1g n) delivery eycles with high probability [8], but
the nodes of the fa-trée have somewhat different structure
from the design given here. Using this result and essentially
the construction given in this paper, one can obiain an on-ling
anulog to Thearem 10, except with an O(1g' n Ig Ig n) time
degradation. We anticipate further research will improve
this bound.

WII. Conrtioms REMARKS

Universality hos been studied more generally in the paral-
lel computation literaturs, Valiant [33] and Valiant and
Breboer [31] have discovered universal routing schemes for
large-volume networks. Galil and Paul |7] have proposed a
general-purpose parallel processor based on the cube-
connected-cycles network [25] that can simuloie anv odher
parallel processor with only a logasithmic loss in efficiency,
Valiant [30] has shown that there gre classes of universal
Boolean circuits. A universal ¢ircuit of o given size can be
programmed to simulate any circuit whose size is only
shightly smaller. Fiat and Shamir [6] have proposed a uni-
versal architecture for svstolie array intercornections,

Universal fat-trees are parameterized not only in the num-
ber of processors, but also in volume, which is indirectly 2
measure of communication potential. By considering arbi-
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trary networks in terms of these two parameters, we have
seen that the one fal-iree architecture is near-opiimal
throughout the entire range of the parameiers. For
communication-limited engineering situations, one need not
necessarily retreat 1o special-purpose devices in order o
compute efficiently in parallel.

Fat-trees have the advantage that they are a robust engi-
neering structure. In principle. one need not worry obout the
exact capacities of channels as long as the capacitics exhibi
reasonable growth as we go up the tree. As a proctical matter,
ane should build the bigpest fas-tree that one can afford, and
the architecture automatically ensures that commumication
bandwidth is effectively uiilized. Another feature of faz-trees
1% that algorithms are the same no matter how big the fat-tree
i5. Code is portable in that §i can be moved between an
inexpensive compuler and 3 more expensive one. Finally,
the root channel offers & natural high-bandwidth external
CoOnnECtion.

Although universal fat-trees have many desirable proper-
tees, there are many issues in the design of a routing network
that we have not faced directly, For example, despite our
concern for wirability, we have not presented a practical
packaging scheme. Possibly, the packaging technigues for
tres from [4] and | 18] can be exploited. The constraints to be
faced in packaging, however, will oaly be more stringent
than the surface area constraint given in Assumption L3, We
have attempted 10 deal with “pin boundedness™ in a simple
mathematical model, and our results should generalize to
maore complicated packaging models,

Another issue that we have not addressed is how messages
should be sent in the network. The choice of the bit-serial
approach in Section 11 has the advantage that the hardware is
cheaper, but we may be paving in the performance of the
routing algorithm. We alse assumed the architecture was
synchsonized by delivery cycle, Presumably, fat-tree archi-
tectures can be built with different design decisions.

Whether the notion of universal parallel supercomputers is
consistent with engineering reality, however, remains an
open question. [ndependent of routing network issues, there
are many other problems that must be solved if abstract
n-processor parallel supercomputers are 1o become a reality.
For example, problems of maintenance, Toult tolerance,
clock distribution. and reliable power supply must be solved.
The hardware mechanisms needed for synchronization and
imstruction distribution, which are simple for single-
processor machines, may be sulficiently complicated 1o over-
whelm the advantages of having many processors.

But the largest problem that must be solved in parallel
Supercomputing seems to us to be the problem of pro-
Eramming the system with the concems of both programming
abstraction and algorithmic integrity {computational re-
sources are not free). A supercomputer should not be a mere
supercalculator (good at one restricted algorithm). 11 should
have the powers to efficiently execute many different parallel
algorithms and to easily combine the results of separate par-
allel computations. A universal machine has the power, not
just of any other machine, but of all other machines,
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