
cryptography

Article

FPGA Implementation of a Cryptographically-Secure
PUF Based on Learning Parity with Noise

Chenglu Jin 1,* ID , Charles Herder 2, Ling Ren 2, Phuong Ha Nguyen 1, Benjamin Fuller 3,
Srinivas Devadas 2 and Marten van Dijk 1

1 Department of Electrical and Computer Engineering, University of Connecticut, Storrs, CT 06269, USA;
phuong_ha.nguyen@uconn.edu (P.H.N.); marten.van_dijk@uconn.edu (M.v.D.)

2 Computer Science and Artificial Intelligence Laboratory, Massachusetts Institute of Technology,
Cambridge, MA 02139, USA; chherder@gmail.com (C.H.); renling@mit.edu (L.R.); devadas@mit.edu (S.D.)

3 Department of Computer Science and Engineering, University of Connecticut, Storrs, CT 06269, USA;
benjamin.fuller@uconn.edu

* Correspondence: chenglu.jin@uconn.edu

Academic Editor: Jim Plusquellic
Received: 14 October 2017; Accepted: 6 December 2017; Published: 9 December 2017

Abstract: Herder et al. (IEEE Transactions on Dependable and Secure Computing, 2017) designed
a new computational fuzzy extractor and physical unclonable function (PUF) challenge-response
protocol based on the Learning Parity with Noise (LPN) problem. The protocol requires no irreversible
state updates on the PUFs for security, like burning irreversible fuses, and can correct for significant
measurement noise when compared to PUFs using a conventional (information theoretical secure)
fuzzy extractor. However, Herder et al. did not implement their protocol. In this paper, we give
the first implementation of a challenge response protocol based on computational fuzzy extractors.
Our main insight is that “confidence information” does not need to be kept private, if the noise vector
is independent of the confidence information, e.g., the bits generated by ring oscillator pairs which
are physically placed close to each other. This leads to a construction which is a simplified version
of the design of Herder et al. (also building on a ring oscillator PUF). Our simplifications allow
for a dramatic reduction in area by making a mild security assumption on ring oscillator physical
obfuscated key output bits.

Keywords: physical unclonable function; learning parity with noise; fuzzy extractor

1. Introduction

Physical unclonable functions or PUFs [1,2] utilize inherent manufacturing variations to produce
hardware tokens that can be used as building blocks for authentication protocols. Many different
physical phenomena have been proposed to provide PUF behavior including Ring Oscillators
(ROs) [2–4], cross-coupled latches or flip-flops [5], capacitive particles in a coating [6], and beads
in an optical card [1]. PUFs can be categorized by the type of functionality they provide: Weak PUFs,
also called Physically Obfuscated Keys (POKs), are used for secure key storage. Strong PUFs implement
(pseudo) random functions based on exploiting manufacturing variations that vary from PUF instance
to PUF instance; strong PUFs are used for device identification and authentication. The primary
advantage of using a strong PUF is that the communication between the authenticator and the
physical device need not be protected. This is because each authentication uses a distinct input to the
“pseudorandom function”.

In this work, we deal with the design and implementation of strong PUFs. A strong PUF is
a physical token that implements a function that translates challenges into responses. The reliability
property of a strong PUF says that if the same challenge is provided multiple times, the responses
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should be close (according to some distance metric) but not necessarily the same. The security property
is that an adversary with access to the PUF (and the ability to see responses for chosen queries) should
not be able to predict the response for an unqueried challenge. Recently, attacks in this model allow
creation of accurate models for many proposed strong PUFs [7–11]. We only consider attacks using the
input and output behavior. An additional required security property is that the adversary should not
be able to physically clone the device to create a device with similar behavior (see [12] for more on
required properties).

These attacks can be mitigated by designing new PUFs or adding protections to the PUF
challenge-response protocol. Our focus is on improving the challenge-response protocol. A natural
way to prevent learning attacks is to apply a one-way hash to the output. However, the PUF reliability
property only says that responses are noisy: they are close, not identical. Fuzzy extractors [13] can
remove noise at the cost of leaking information about the response. This information leakage prevents
fuzzy extractors from being reused across multiple challenges [14–17]. Computational fuzzy extractors
do not necessarily leak information [18] and some constructions may be reusable [19]. Herder et al.
have designed a new computational fuzzy extractor and PUF challenge-response protocol designed
to defeat modeling attacks [20]. Their construction is based on the learning parity with noise (LPN)
problem [21], a well-studied cryptographic problem. Essentially, the LPN problem states that a product
of a secret vector and a random matrix plus noise is very hard to invert. However, their work did not
implement the protocol, leaving its viability unclear.

Our Contribution: We provide the first implementation of a challenge-response protocol based
on computational fuzzy extractors. Our implementation allows for arbitrary interleaving of
challenge creation, called Gen, and the challenge response protocol, called Ver, and is stateless.
Our implementation builds on a Ring Oscillator (RO) PUF on a Xilinx Zynq All Programmable
SoC (System on Chip) [22], which has an FPGA (Field Programmable Gate Array) and a co-processor
communicating with each other.

Our approach is based on the LPN problem, like the construction of Herder et al. [20], with the
following fundamental differences:

• In order to minimize area overhead so that all control logic and other components fit well
inside the FPGA, we reduce storage (by not storing the whole multiplication matrix of the
LPN problem, but only storing its hash) and, most importantly, we outsource Gaussian elimination
to the co-processor.

• We keep the same adversarial model: we only trust the hardware implementation of Gen and Ver
in FPGA, i.e., we do not trust the co-processor. In fact, we assume that the adversary controls
the co-processor and its interactions with the trusted FPGA logic; in particular, the adversary
observes exactly what the co-processor receives from the trusted FPGA logic and the adversary
may experiment with the trusted FPGA logic through the communication interface. As in Herder
et al. [20], we assume that an adversary can not be successful by physically attacking the trusted
FPGA logic with its underlying RO PUF. We notice that in order to resist side channel attacks
on the FPGA logic itself, the logic needs to be implemented with side channel counter measures
in mind. This paper gives a first proof-of-concept without such counter measures added to
its implementation.

• In order to outsource Gaussian elimination to the co-processor, the trusted FPGA logic reveals
so-called “confidence information” about the RO PUF to the co-processor, which is controlled by
the adversary. This fundamentally differs from Herder et al. [20] where confidence information is
kept private.

• To prove security of our proposal, we introduce a mild assumption on the RO PUF output bits:
we need to assume that the RO PUF output bits are represented by an “LPN-admissible”
distribution for which the LPN problem is still conjectured to be hard. We argue that the RO
PUF output distribution is LPN-admissible for two reasons (see Definition 1 and discussion after
Theorem 1):
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1. Since we reveal the “confidence information”, we can implement a masking trick which, as a
result, only reveals a small number of equations, making the corresponding LPN problem
very short; we know that very short LPN problems are harder to solve than long ones.

2. Studies have shown that the RO pairs which define the RO PUF on FPGA can be implemented
in such a way that correlation among RO pairs can be made extremely small; this means that
the RO PUF creates almost identical independent distributed (i.i.d.) noise bits in the LPN
problem and we know that, for i.i.d. noise bits, the LPN problem has been well-studied and
conjectured to be hard for decades.

Our main insight is that “confidence information” does not have to be kept private—this is
opposed to what has been suggested in Herder et al. [20]. As a result of our design decisions:

• The area of our implementation on FPGA is 49.1 K LUTs (Look-up Tables) and 58.0 K registers in
total. This improves over the estimated area overhead of 65.7 K LUT and 107.3 K registers for the
original construction of Herder et al. [20].

• The throughput of our implementation is 1.52 K Gen executions per second and 73.9 Ver
executions per second.

• According to our experiments on real devices, even though the underlying RO PUF has a
measured maximum error rate (i.e., the fraction of RO pairs producing a wrong response bit)
of 8% for temperatures from 0 to 70 degree Celsius, Ver correctly reconstructed responses for
1000 measurements.

• The source code of our complete implementation is available at github.com/scluconn/LPN-
based_PUF.

Organization: This paper is organized as follows: In Section 2, we introduce the necessary background
and the original LPN-based PUF design of [20]. Our simplified and implementation friendly LPN-based
PUF construction is described in Section 3. The implementation details and security analysis with
discussion on admissible LPN distributions are provided in Sections 4 and 5, respectively. We compare
our work with related work in Section 6. The paper concludes in Section 7.

2. Background

2.1. Adversarial Model

In this paper, we use the same adversarial model as that in [20]:

• We assume that the hardware implementation of Gen and Ver in FPGA cannot be tampered with
by the adversaries.

• The software running on the processor does not need to be trusted. This implies that its
computation and interactions with FPGA hardware logic can be observed, tampered, and
controlled by the adversaries.

• The adversaries are able to read all the digital secrets stored in the non-volatile memory on the
device by imaging attacks, so no digital secret is allowed in the hardware device.

• The adversaries can also experiment with the trusted FPGA logic through the communication
interface and get a polynomial number of valid challenge response pairs. However, notice that
side channel analysis is not considered in our proof-of-concept implementation. In order to resist
side channel attacks on the FPGA logic itself, the logic needs to be implemented in a side channel
resilient way.

2.2. Learning Parity with Noise

We recall the definition of the LPN problem. Informally, this is the problem of decoding random
linear codes under independently and identically distributed (i.i.d.) bit errors, which is widely
conjectured to be hard for large enough error [23]. Based on LPN, many cryptographic primitives are
proposed [24–27]. Formally, the LPN problem is defined as follows [25]:

github.com/scluconn/LPN-based_PUF
github.com/scluconn/LPN-based_PUF
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Conjecture 1. Let s ∈ {0, 1}n and A ∈ {0, 1}m×n be chosen uniformly at random, m ≥ n. Let e ∈ {0, 1}m

be a vector that has all its entries ei chosen from a distribution χ, which implies that each ei is independently
and identically distributed (i.i.d). We define b ∈ {0, 1}m as

b = A · s⊕ e.

Given the pair (b, A) and knowledge of distribution χ, the (computational) LPN problem is to determine s.
The LPN conjecture states that there is no algorithm that solves an LPN problem instance (A, b) in time
poly(n, 1/( 1

2 − τ)) with non-negligible probability in n where χ is a Bernoulli distribution with bias τ.

As shown in [21,28–31], the current best known algorithm is slightly sub-exponential with running
time 2Ω(n/ log n). Note that this algorithm requires 2Ω(n/ log n) samples. The construction in this
paper only provides poly(n) samples in which case the best known algorithm is 2Ω(n/ log log n) [32].
Typically, for RO POK outputs, τ > 0.4 [20,33] (this is also verified by the experiments in this paper).
This means that, for practical parameters, constant factors in Ω(n/ log log n) are the same size as the
log log n term making the algorithm take time of approximately 2n.

Related to Conjecture 1, we define, besides Bernoulli distributions with bias τ, the larger set of
LPN-admissible distributions:

Definition 1. For arbitrary distributions e ← χm (here, χm outputs a binary vector of length m), we define
χm LPN-admissible if there is no algorithm that solves an LPN problem instance (A, b) with knowledge of the
distribution χm in time poly(n, m) with non-negligible probability in n.

We will use this definition of an LPN-admissible distribution in the security analysis of our
construction. Please note that χm does not require that each dimension is i.i.d.

2.3. Original Construction

Herder et al. [20] proposed the first computationally secure PUF design, called the LPN-based PUF,
which self-corrects measurement noise even when measurement noise is large. The PUF has two main
procedures: Gen (see Figure 1) and Ver (see Figure 2), which are used to generate challenge-response
pairs (CRPs) (c, r) and regenerate a response r for a given challenge c, respectively.

In Gen (Figure 1), a Physical Obfuscated Key (POK) generates a noise vector e. The proposed POK
is implemented as a sequence of independent RO pairs (i.e., an RO PUF), which together produce e.
We assume this implements an LPN-admissible distribution; implicitly, this means that we assume
that RO pairs that are close together in the concrete circuit implementation of the POK still produce
sufficiently (admissible) independent output bits. Notice that the response vector of the POK is
vector e and this should not be confused with the response of the larger LPN-based PUF construction.
We notice that the POK ideally creates ‘close to’ unbiased response bits—in practice, the worst-case
bias per response bit we have seen in the literature and our experiments is τ > 0.4 [20,33] (in our
implementation, we measured τ = 0.47).

Figure 1. Redrawn from [20]: Gen: Gen produces a challenge response pairs (c, r), where c = (H(s, b), b)
and r = H(s).
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Figure 2. Redrawn from [20]: Ver: Ver reproduces the response r = H(s) corresponding to challenge
c = (H(s, b), b).

As a final step in Gen, vector b together with the hash of s concatenated with b are outputted
as challenge, and the hash of s is outputted as the corresponding response.

In Ver (Figure 2), the POK generates vector e′ together with a confidence information vector co′,
where each bit co′i measures the reliability of e′i. In the context of using ring oscillator pairs as
the POK, the confidence information co′i is the absolute value of the frequency difference between
two ring oscillators, and the generated bit e′i encodes the sign of this difference. If the confidence
information value is larger, it is less likely that e′i generated by this ring oscillator pair will be flipped
under environmental condition variations. Notice that this implies that the confidence information co′i
is correlated with the reliability of e′i, but it does not imply correlation between co′i and the value of e′i.

Vector co′ is used to locate the reliable bits in e′, and it is kept secret inside the device. The subset
of equations in b = A · s + e′ that correspond to these reliable positions has a very high likelihood of
containing a completely noise free subset of n = |s| equations. Let I indicate the n indices of a set of
noise free bits, and let e′I be vector e′ truncated to the positions indexed by I , and, similarly, let AI
indicate the submatrix corresponding to the rows in A indexed by I . For I , e′I = eI , hence, AI · s can
be computed from b, e′, and I . With high likelihood, AI is invertible and Gaussian elimination allows
us to regenerate the secret s. Thus, the LPN problem becomes easy if confidence information can be
used. That is, the measurement noise should be small enough in order to be able to find a proper set I
in poly(n) time—in practice, an exhaustive search over n2 to n3 most likely candidates I . The reader is
referred to [20] for further details and security proof of this construction.

The above technique creates a noise-free PUF in that the exact same previously generated response
is reconstructed by Ver. This implies that responses can serve as keys in cryptographic primitives.

3. Our Construction

It costs significant area overhead to perform Gaussian elimination in hardware. For this reason,
we propose a hardware software co-design of LPN-based PUFs where Gaussian elimination is pushed
to the untrusted software, i.e., only the hardware components are assumed to be trusted in that they are
not tampered with and an adversary can only observe the interactions between hardware and software.

As in the original construction, our LPN-based PUF has a Physical Obfuscated Key (POK),
which always measures the same response, at its core. It also has two modes of operation: Gen (Figure 3)
and Ver (Figure 4). Each instance of Gen creates a challenge-response pair. If a correctly created
challenge is given to the LPN-based PUF operating in Ver mode, then the corresponding response
is regenerated. In Figures 3 and 4, the functions in white boxes are implemented in hardware and
are trusted. The processor (in the grey box) and the software running on it are considered to be
untrusted; therefore, all of the computation executed by the software should be verified by the trusted
hardware in the diamond shaped boxes.
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Figure 3. Gen: Gen produces a challenge response pair (c, r), where c = (I, b, h1) with h1 = H(b, s, 1)
and I ⊂ {i|Tmin < coi} with |I| = 2n, and where r = h0 with h0 = H(b, s, 0).

Figure 4. Ver: Ver takes input c = (I′, b′, h′1), and either outputs an exception symbol ⊥, or outputs
the response r = h′′0 . Notice that e′I ′′ ⊕ b′I ′′ is continuously fed into the multiplier with a small amount
of bit flips (less than t bits). The regenerated index set of reliable bits is denoted as I∗ ⊂ {i|Tmin < co′i}.

Generation Gen: Matrix A is selected at random by the manufacturer, and it can be the same for
all the devices. Therefore, its hash value can be completely hard coded into the circuit to prevent
adversaries from manipulating matrix A. In our construction, a POK is implemented by m Ring
Oscillator pairs (RO pairs), where m is the number of rows in matrix A. Note that we use a POK, but
our protocol supports a large number of challenge-response pairs yielding a strong PUF overall.

The POK generates a vector d with count differences coming from the RO pairs. The sign of each
entry in d gives a binary vector e, and the absolute value of the entries in d represents confidence
information co. Gen selects a set I of 2n bits from e where the corresponding confidence information
is at least some predefined threshold Tmin.

The processor feeds the rows of A one by one into the hardware. By using a bit select module
based on set I , the hardware extracts and feeds the rows of AI to a hardware matrix-vector multiplier.
The hardware matrix-vector multiplier takes input matrix AI , an input vector s generated by a True
Random Number Generator (TRNG), and eI , and computes bI = AI · s⊕ eI . We set all bits bi = 0
for i 6∈ I to generate the complete vector b of m bits. This masking trick has the advantage that no
unnecessary information is given to the adversary (and will allow us to have a reduction to a very short
LPN-problem). After b is constructed, hash values h1 = H(b, s, 1) and h0 = H(b, s, 0) are computed.
The challenge is (h1, I , b) with response h0.

Since any software computation is considered untrusted, the hardware needs to verify the
hash of A. This circuitry (with hash H(A) embedded) is used in Gen mode to verify that the
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(untrusted) processor provides the correct A specified by the manufacturer, instead of an adversarially
designed matrix. This is needed because the underlying LPN problem is only hard if A is a randomly
chosen matrix; an adversarially designed A could leak the POK behavior. Similarly, matrix A also
needs to be verified in Ver for the same reason.

Verification Ver: In Ver mode, the adversary inputs a possibly corrupted or maliciously generated
challenge (I′, b′, h′1) (in Ver, we denote all the variables, which should have the same values as the
corresponding variables used in Gen, as the original variable followed with a single quotation mark (′).
e.g., b in Gen should be equal to b′ in Ver, if it is not maliciously manipulated by adversaries). Before a
corresponding response will be reconstructed, the hardware in Ver mode needs to check whether
(I′, b′, h′1) was previously generated in Gen mode.

The POK measures again count differences from its RO pairs and obtains e′ and co′. There are
some errors in e′, so e 6= e′. For indices i corresponding to high confidence, we expect e′i 6= ei with
(very) small probability. We use this fact to remove (almost all of) the noise from the linear system.

The POK observes which i corresponds to a bit e′i that has high confidence value; we call the set
of reliable bit positions I∗, which should have a similar size as that of I . The POK then sends I∗ to
the processor. The processor takes input challenge c = (h′1, I ′, b′) and picks a subset I ′′ ⊂ I ′ ∩ I∗
with |I ′′| = n such that matrix A′I ′′ has full-rank. We notice that, by using a subset I ′′ of both I ′ and
I∗, the probability ei 6= e′i for i ∈ I ′′ is much smaller than for i ∈ I ′ or I∗.

The processor computes and transmits to the hardware matrix-vector multiplier the inverse
matrix (A′I ′′)−1 of matrix A′I ′′ . Next, the rows of matrix A′ are fed one by one into the hardware
and its hash is computed and verified against H(A). The rows corresponding to submatrix A′I ′′
are extracted (using a bit select functionality based on I ′′) and the columns of A′I ′′ are fed into the
hardware matrix-vector multiplier one by one. This verifies that A′I ′′ and (A′I ′′)−1 are inverses of
one another (the equal identity matrix box in Figure 4 verifies that the columns of the identity matrix
are being produced one after another). The correctness of matrix (A′I ′′)−1 is guaranteed by checking
whether the hash of matrix A′ matches the hash value H(A) (as was done in Gen). The correctness of
A′ implies the correctness of A′I ′′ (since A′I ′′ was fed as part of A′ into the hardware). Therefore, if all
checks pass, then (A′I ′′)−1 is indeed the inverse of a properly corresponding submatrix of the matrix
A used in Gen. (The reason why this conclusion is important is explained in Section 5.).

Next, the hardware computes the vector b′I ′′ ⊕ e′I ′′ and multiplies this vector with matrix
(A′I ′′)−1 using the hardware matrix-vector multiplier:

s′ = (A′I ′′)
−1(b′I ′′ ⊕ e′I ′′). (1)

The (non-malleable) hash value h′′1 = H(b′, s′, 1) is compared with the input value h′1 from
the challenge.

Suppose that input h′1 was generated as h′1 = H(b, s, 1) for some b and s. If h′′1 = h′1, we conclude
that s′ is correct in that it is equal to input s, which was hashed into h′1 when h′1 was generated, and b′I ′′
is correct in that it is equal to input bI ′′ , which was hashed into h′1 when h′1 was generated.

Since the adversary is not able to solve the LPN problem, the check b′I ′′ = bI ′′ together with
the conclusion that b′I ′′ led to a proper solution s′ of the LPN problem by using the bits in the
POK-generated vector e′I ′′ implies that only the LPN-based PUF itself could have generated h′1 and,
hence, the challenge. This means that the LPN-based PUF must have selected s and produced the
inputted challenge with h′1 during an execution of Gen. We notice that vector s′ = s can only be
recovered if eI ′′ in the execution of Gen equals e′I ′′ in (1). We conclude that Ver is now able to generate
the correct response h′′0 = H(b′, s′, 0) = H(b, s, 0) (since h′′0 must have been the response that was
generated by the LPN-based PUF when it computed the challenge with h′1 = h′′1 ).

If h′′1 6= h′1, then likely eI ′′ and e′I ′′ only differ in a few positions (if there is no adversary).
By flipping up to t bits in e′I ′′ (in a fixed pattern, first all single bit flips, next all double bit flips, etc.),
new candidate vectors s′ can be computed. When the hash h′′1 verifies, the above reasoning applies
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and s′ = s with the correct response h′′0 . Essentially, since the bits we are using for verification are
known to be reliable, if the system is not under physical attacks, then very likely there are no more than
t bit errors in e′I ′′ . Internally, we can try all the possible error patterns on e′I ′′ with at most t bit flips,
and check the resulted h′′1 against h′1 to tell whether the current e′I ′′ was used in Gen or not.

If none of the t bit flip combinations yields the correct hash value h′1, then the exception ⊥
is output. This decoding failure can be caused by attackers who feed invalid CRPs, or a very large
environmental change that results in more than t bit errors in e′I ′′ , which can also be considered as a
physical attack. We notice that allowing t-bit error reduces the security parameter with ≈t bits since
an adversary only needs to find e′I ′′ within t bit errors from eI ′′ . In order to speed up the process of
searching for the correct s′, we use a pipelined structure which keeps on injecting possible b′I ′′ ⊕ e′I ′′
(with at most t bit flips) to the hardware matrix-vector multiplier.

Being able to recover s′ = s is only possible if eI ′′ in the execution of Gen and e′I ′′ in Equation
(1) are equal up to t bit flips. This is true with high probability if Tmin is large enough and I ′′ was
properly selected as a subset of I ′ ∩ I∗. As explained by Herder et al. [20], m should be large enough
so that an appropriate Tmin can be selected with the property that, when the RO pairs are measured
again, there will be a set I ′′ ⊆ I ∩ I∗ of n reliable bits: in particular, according to the theorical analysis
in [20], for n = 128, this corresponds to m at most 450 RO pairs for operating temperature from 0 to 70
degrees Celsius and error probability (of not being able to reconstruct s) less than 10−6. Readers are
referred to Equation (2) in [20] for an estimation of Tmin given the distribution of RO outputs and the
desired error rate.

Comparison with previous work: Our approach differs from the construction of Herder et al. in [20]
in the following ways:

1. We output the indices of reliable bits to the untrusted processor, instead of keeping the positions
of these reliable bits private inside the hardware. In Section 5, we argue that the distribution of
e|I and, in general, e|co are still LPN-admissible.

2. By masking b (i.e., making b all-zero outside bI ), we can reduce the security to a very short LPN
problem with 2n equations (corresponding to set I).

3. By revealing I and I∗ to the processor, the processor can select a submatrix AI ′′ with I ′′ ⊆ I ∩I∗,
which is a full rank matrix. This would consume more area if done in hardware.

4. Since the processor knows the selected submatrix AI ′′ , the processor can compute the inverse
matrix. Hence, we do not need a complex Gaussian eliminator in hardware and we reuse the
matrix-vector multiplier used in Gen mode.

5. Because the processor with executing software is considered to be untrusted, we add mechanisms
to check manipulation of AI ′′ and bI ′′ .

6. Matrix A does not need to be hard-coded in circuitry. Instead, a hash-of-A-checking circuitry is
hard coded in hardware giving less area overhead.

4. Implementation

We implemented our construction on Xilinx Zynq All programmable SoC [22]. The Zynq platform
contains an ARM-based programming system with some programmable logic around it. Having a
hard core embedded, this platform makes our software hardware co-design implementation easier
and more efficient in software execution. We implemented the software units on the ARM core and the
hardware units in the programmable logic. The communication between these two parts is over an
AXI Stream Interface in order to maximize the communication throughput. The FPGA layout of the
implemented LPN-based PUF is shown in Figure 5.
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Figure 5. FPGA layout of the entire LPN-based PUF implementation. Four main components are
highlighted: LPN core (Green), RO pairs (Yellow), communication (Red), hash function SHA-256 (Blue).
The ARM core is positioned at the large black rectangle top left; the thick black column in the middle is
block RAM. We magnify the left bottom corner in this figure (highlighted by a purple box) to be Figure 6.

We have 450 RO pairs for generating e with confidence information co as depicted in Figures 3
and 4. Each RO has five stages, and the two ROs in each RO pair are manually placed at adjacent
columns on the FPGA to minimize the systematic effects [33] (see Figure 6). We measure the toggles at
the output of each RO for 24 clock cycles to generate e and co. In Gen mode, module Index Selection
compares vector co with a threshold Tmin to produce an index vector, which indicates the positions of
all the reliable bits. This is used in module Bit Selection to condense the 450-bit vector e to a 256-bit
vector eI by selecting 256 bits out of all the reliable bits. Set I restricted to these 256 bits is sent to the
processor as part of the generated challenge.

Next, the processor sends matrix A (450 rows times 128 columns) to the hardware row by row.
All the rows will be fed into the hash function to compute H(A) to verify the correctness of A.
Only the rows in AI , which will be used later in a matrix multiplication, are selected and stored by the
Row Selection module. Since we implemented a pipelined matrix-vector multiplier for multiplying
a 128 × 128 matrix with a 128-bit vector, Gen multiplies the 256 × 128 submatrix AI of A with a
randomly generated vector s by loading this submatrix in two parts. After XORing eI , we obtain a
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256-bit vector bI . Module Bit Expand adds zeroes to create the full 450-bit vector b. After Bit Expand,
we feed the 450 bits of b and the 128 bits of s to the hash module to compute h1 = H(b, s, 1) and
h0 = H(b, s, 0). We implemented a multiple ring oscillator based true random number generator [34]
to generate the 128-bit vector s, and SHA-256 [35] is implemented as the hash function.

Figure 6. In this figure, we magnify the area at the left bottom corner in Figure 5. We only highlighted
the LUTs implementing RO arrays as orange blocks. Each LUT is implemented as one inverter.
Therefore, they are 5-stage ROs, and they are placed manually in adjacent columns on the FPGA.

In Ver mode, 450 RO pairs are evaluated in the same way as in Gen. Now, the module Index
Selection generates index set I∗, which is sent to the processor. A correctly and non-maliciously
functioning processor should take the intersection of I∗ and the correct set I ′ = I , which was
produced by Gen. From this intersection, the processor selects an index set I ′′ such that the submatrix
A′I ′′ = AI ′′ is invertible. Since a randomly selected 128 × 128 submatrix may not be invertible, it may
require the processor to try a couple of times until finding an invertible matrix. Matrix (A′I ′′)−1 is
streamed to the hardware row by row and is stored in registers, which will be the matrix input for the
matrix-vector multiplier.

Next, the processor streams A′ = A into the hardware row by row. All the rows will be fed
into the hash function to compute H(A) to verify the correctness of A. At the same time, the rows of
A′ = A are fed into the Row Selection module for selecting the 128 × 128 submatrix A′I ′′ . All the rows
in A′I ′′ are temporarily saved in an array of shift registers. After all the rows of A′I ′′ are streamed in,
the array of shift registers can shift out A′I ′′ column by column and reuse the pipelined matrix-vector
multiplier in Gen to check whether the product of A′−1

I ′′ and each column of A′I ′′ is a column of the
identity matrix or not.

If the above two checks pass, then the inverse matrix (A′I ′′)
−1 will be multiplied with e′I ′′ ⊕ b′I ′′

to recover s′. Here, the processor should have given b′ = b to the hardware so that the Bit Selection
module can be used to obtain b′I ′′ = bI ′′ (with I ′′ ⊆ I ′ = I). The recovered s′ is further verified by
computing h′′1 = H(b′, s′, 1). If h′′1 = h′1; then, the hardware computes and outputs h′0 = H(b′, s′, 0).
According to the calculation in [20], we set t = 1. This means that we need to exhaustively try all the
one bit flips. This means that there are 129 possible possible e′I ′′ ⊕ b′I ′′ in total (these can be fed one by
one into the pipelined matrix-vector multiplier). If none of these yields a correct h′′1 , then the hardware
will output an all-zero vector to indicate a ⊥ response. Similarly, if any of the above checks (of the
hash of A and of the inverse matrix) fails, then the hardware will output the all-zero vector as well.

Our implementation results. The area of our full design on FPGA is 49.1 K LUTs and 58.0 K
registers in total. The area utilization of each part is shown in Table 1. The three most costly components
are two 128 × 128 register arrays and the 450 RO pairs, which form together the underlying RO PUF.
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The dynamic power consumption of the complete implementation is 1.753 W, and its static power
consumption is 0.163 W.

The throughput of our implementation is measured as 1.52 K Gen executions per second and
73.9 Ver executions per second. The execution time of Gen is dominated by the matrix transmission,
which takes 91% of the overall execution time. However, Ver is dominated by the software Gaussian
elimination, where each Gaussian elimination takes about 3880 µs to finish, and each Ver requires 3.47
Gaussian eliminations on average.

Table 1. Area utilization of the implemented LPN-based PUF.

Core Components Common Components

Component LPN Core b ROs c Comm d Hash TRNG Total

Area (# LUTs) 28.5 K/53.5% a 12.2 K/22.9% 7.6 K/14.3% 0.8 K/1.5% 10/0% 49.1 K/92.3%
# Registers 38.0 K/35.7% 9.9 K/9.3% 7.5 K/7.0% 2.5 K/2.3% 0.1 K/0% 58.0 K/54.5%

a The percentage presented in this table is the percentage of resource utilization with respect to all the
available resources on one ZedBoard; b LPN Core: Includes a 128 × 128 Matrix — 128 vector multiplier,
two 128× 128 register arrays, Bit Selection, Row Selection, and control logic to control the whole system; c ROs:
Includes 450 Ring Oscillator pairs together with Index Selection; d Comm: When this PUF system is fully
integrated with the processor, we expect that the hardware overhead for communication can be eliminated.

Comparison. The original construction in [20] would need a hardware Gaussian eliminator in an
implementation. The most efficient implementation of a pipelined Gaussian eliminator takes 16.6 K
LUT and 32.9 K registers on FPGA for a 128 row matrix [36]. In our design, we save this area by
pushing the computation to the software.

One may argue that, in order to push Gaussian elimination to untrusted software, we have to add
extra hardware to check for the correctness of the inverse matrix. Notice, however, for checking this
inverse matrix, we reuse the matrix-vector multiplier in Gen. Therefore, the only additional hardware
overhead is one 128 × 128 register array. If we do Gaussian elimination in hardware, then we need
registers to store the whole matrix A′I∗∩I ′ of size 128 × 256 and the output matrix of the Gaussian
elimination, which is another 128 × 128 bits: this is because a random matrix constructed by 128 rows
in A′I∗∩I ′ may not have full rank. As a result, the hardware may need to try a couple of times in
order to find an invertible submatrix of A′I∗∩I ′ . For these reasons, compared to our implementation
in this paper, Gaussian elimination in hardware will cost an additional 128 × 128 register utilization
together with the control logic for randomly selecting 128 rows out of a 256-row matrix.

If we would implement the original construction in hardware, then its area overhead without
additional control logic is estimated at 65.7 K LUT (49.1 K + 16.6 K) and 107.3 K register
(58.0 K + 32.9 K + 16.4 K). This resource utilization would be larger than the available resources on our
FPGA (53.2 K LUT and 106.4 K registers).

Experimental Results. We characterized the error rate of RO pairs defined as the percentage
of error bits generated in one 450 bit vector e. The error rate of the implemented 450 RO pairs
at room temperature is 2.7%, which is in the range (2∼4%) that has been reported in a large scale
characterization of ring oscillators [4]. We measured the error rate of 450 RO pairs under different
temperatures from 0 to 70 degrees Celsius where the output of the 450 RO pairs is compared to a
reference output vector e generated at 25 degrees Celsius. We observed a maximum error rate of
8% (36 out of 450) over 1000 repeated measurements. This error rate is within the range of the error
correction bound (9%) estimated in [20]. We also characterized the bias of all the RO pair outputs,
τ = 0.47 for our implementation.

We experimented with the whole system under different temperatures (at 0 ◦C, 25 ◦C and 70 ◦C).
This showed that Ver was always able to reconstruct the proper response. No failure was observed
over 1000 measurements under different tempratures. We did not perform testing on voltage variation
and aging because the overall error rate is only affected by the error rate of the RO pair output bits.
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As long as the error rate of RO outputs is lower than 9% [20], given the current implementation, we can
have a large probability to regenerate the correct response. The overall error rate will not be affected
by how we introduce the errors in RO pairs.

If a TRNG has already been implemented in the system, then the TRNG can be reused for the
LPN-based PUF as well. As a part of a proof-of-concept implementation of the LPN-based PUF, we did
not perform a comprehensive evaluation of our implemented TRNG.

Future Direction. In our implementation, the area of LPN core mainly consists of two 128 × 128
bit register arrays for storing two matrices. It is possible to eliminate storage of these two matrices in
order to significantly reduce the area at the cost of paying a performance penalty.

The proposed alternative implementation works as follows: instead of storing two matrices for
checking (in Ver) whether (A′I ′′)

−1 and A′I ′′ are indeed inverse matrices of one another, we only store
at most one row or one column in the hardware at the same time. In Ver, we will need to first feed in
matrix A′, and let the hardware check its hash. At the same time, the rows in A′I ′′ are selected and
fed into another hash engine to compute H(A′I ′′), which is separately stored. However, the hardware
does not store any of the rows of A′I ′′ (and this avoids the need for a 128 × 128 bit register array).
Notice that after this process the authenticity of matrix A′ has been verified, and, as a result, we know
that the rows of A′I ′′ are equal to the rows of AI ′′ , hence, the stored hash H(A′I ′′) = H(AI ′′) which
can now be used to verify the submatrix A′I ′′ whenever it is loaded again into the hardware.

Next, matrix (A′I ′′)
−1 is fed into the hardware column by column. When a column is fed into

the hardware, e.g., the i-th column, we store it in the hardware temporarily. Then, the processor sends
the whole matrix A′I ′′ to the hardware row by row. Its hash is computed on the fly and in the end
compared with the stored hash H(A′I ′′) = H(AI ′′). At the same time, each received row of A′I ′′ is
multiplied (inner product) with the current stored i-th column of (A′I ′′)

−1. This is used to check if
the product is indeed equal to the corresponding bit in the i-th column of the identity matrix. If this
check passes for all rows of A′I ′′ and the hash verifies as well, then this column will be added to the
intermediate value register of (A′I ′′)

−1 · (e′I ′′ ⊕ b′I ′′), based on whether i-th bit of e′I ′′ ⊕ b′I ′′ equals 1
or not.

In the above protocol, we also hash all received columns of (A′I ′′)
−1 and store the hash in

a separate register. If the above checks pass for all columns, then we know that this hash must
correspond to (AI ′′)−1. This will facilitate the process of trying other possible versions of e′I ′′ ⊕ b′I ′′ in
the future (where the processor again feeds matrix (A′I ′′)

−1 column by column so that its hash and at
the same time (A′I ′′)

−1 · (e′I ′′ ⊕ b′I ′′) can be computed).
The first trial/computation of (A′I ′′)

−1 · (e′I ′′ ⊕ b′I ′′) requires the processor to feed in matrix A′

(450 × 128 bits) once, matrix A′I ′′ (128 × 128 bits) 128 times (since it needs to be fed in once after each
column of (A′I ′′)

−1 is fed in), and (A′I ′′)
−1 (128 × 128 bits) once. If the first trial on e′I ′′ ⊕ b′I ′′ fails,

we will need to feed in (A′I ′′)
−1 a few more times until it recovers the correct s; now, only H((A′I ′′)

−1)

needs to be checked, hence, A′I ′′ does not need to be sent again and again. Therefore, we can estimate
the throughput upper bound of this new implementation by our time measurement in our current
implementation. Since the hardware computation time in our implementation does not dominate the
overall computation time, we can estimate the performance of the new alternative implementation
by only counting software computation time and data transmission time. In Gen, this alternative
implementation will have a similar execution time because the matrix can be multiplied with vector
s row by row and output bit by bit. Ver in this alternative implementation will require transmitting
2,171,136 bits for the first trial/computation of (A′I ′′)

−1 · (e′I ′′ ⊕ b′I ′′). Knowing that it takes about
600 µs to send 57,600 bits in our implementation, transmitting 2,171,136 will require about 22,626 µs,
and on average we will need to try Gaussian elimination 3.472 times to find an invertible matrix,
which will take about 13,471µs. The throughput upper bound of this alternative implementation
would be 27.0 Ver per second.
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To implement this alternative solution, we can reuse some of the current components: Bit Select,
Index Select, Bit Expand, ROs, TRNG and Communication (technically, Row Select can be reused
as well, but in our current implementation, Row Select is highly integrated with matrix registers.
Therefore, we cannot get a separate area utilization number of Row Select without matrix registers).
We will need to double the size of the hash circuitry because we will always need two hash engines to
run at the same time. The area of LPN core can be reduced significantly, the lower bound (without the
state machine for controlling all the components) of the area utilization would be 2 K LUTs and
4.8 K registers. Adding to this the utilization of the other components, the total size would be at least
23.4 K LUTs and 24.8 K registers.

If area size needs to be further reduced, we recommend implementing the alternative solution at
the cost of a 1/3 lower throughput of Ver.

The comparison between our implementation and the estimation of the previous construction
and an alternative implementation is summarized in Table 2.

Table 2. Comparison between three implementations.

Previous a Ours Future a

Gaussian Elimination HW GE SW GE SW GE

#registers for storing matrices 3n2 2n2 n

Processor Not Required Required Required

Area
∼65.7 K LUTs
∼107.3 K Registers

49.1 K LUTs
58.0 K Registers

∼23.4 K LUTs
∼24.8 K Registers

Throughput N/A b Gen: 1.52 K per second
Ver: 73.9 per second

Gen: ∼1.52 K per second
Ver: ∼27.0 per second

a Numbers are estimated; b This number is not available, because it highly depends on how the matrix A
is stored, and how fast it can be fetched; c HW GE stands for hardware Gaussian elimination, and SW GE
stands for software Gaussian elimination.

5. Security Analysis

We adopt the following security definition from Herder et al. [20]:

Definition 2. A PUF defined by two modes Gen and Ver is ε-secure with error δ if

Pr[(c, r)← Gen(1k) : r← Ver(c)] > 1− δ

and for all probabilistic polynomial time (PPT) adversaries A, Advs−uprd
PUF (A) ≤ ε, which is defined in terms of

the following experiment [20].

Algorithm 1 Stateless PUF Strong Security

1: procedure Exps−uprd
PUF (A)

2: Amakes polynomial queries to Gen and Ver.
3: When the above step is over, A will return a pair (c, r)
4: if A returns (c, r) such that:

• Gen did not return (c, r) before
• Ver(c) = r

5: then return 1
6: else return 0
7: end procedure

The s− uprd advantage of A is defined as

Advs−uprd
PUF (A) = Pr[Exps−uprd

PUF (A) = 1].
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For our construction (reusing the proof in [20]), the security game in Definition 2 is equivalent to
that where the adversary A does not make any queries to Ver.

The adversary in control of the processor can repeatedly execute Gen and Ver and receive various
instances of sets I and I∗. This information can be used to estimate confidence information and this
gives information about co to the adversary. Therefore, we assume the strongest adversary, who has
full knowledge about co in the following theorem.

Theorem 1. Let χ2n be the conditional distribution of eI = sign(dI ) given co = |d| and given index set I
with |I| = 2n and I ⊆ {i : Tmin < coi = |di|}. If the distribution χ2n is LPN-admissible, then the proposed
PUF construction has Advs−uprd

PUF (A) negligible in n under the random oracle model.

The proof uses similar arguments to those found in sections VIII.A and VII.C.2 of [20], with three
differences: (1) the adversary who wants to break LPN problems takes an LPN instance (A, b), where
A ∈ {0, 1}2n×n and b ∈ {0, 1}2n. Thus, the related LPN problem is restricted to only 2n equations,
instead of m equations (m > 2n) in [20]; (2) the distribution of e is from χ2n which is conditioned on co,
instead of χ in [20]; (3) in our construction, the querries to the random oracle are (b, s, 0) and (b, s, 1),
which are different from (b, s) and s used in the original construction. But this does not affect the
capability of recovering s from the look up table constructed in the original proof in [20].

The above theorem talks about LPN-admissible distributions for very short LPN problems (i.e.,
the number of linear equations is 2n, twice the length of s). Short LPN problems are harder to solve
than longer LPN problems [32]. Thus, we expect a larger class of LPN-admissible distributions in
this setting.

In our implementation, d is generated by RO pairs on the FPGA. It has been shown in [33] that,
across FPGAs, the behavior of ROs correlate, i.e., if one depicts the oscillating frequency as a function
of the spatial location of the RO, then this mapping looks the same across FPGAs. This means that
different RO pairs among different FPGAs with the same spatial location behave in a unique way: an
adversary may still program its own FPGAs from the same vendor and measure how the output of RO
pairs depend on spatial locality its on its own FPGAs (which is expected to be similar across FPGAs).

The spatial locality of one RO pair does not influence the behavior of another RO pair on the
same FPGA. However, if the output of one RO pair is known, the adversary is able to refine its
knowledge about spatial locality dependence. In this sense, RO pairs with different spatial locations
on the same FPGA become correlated. However, since the two neighboring ROs are affected almost
the same by systematic variations, the correlation (even with knowledge of confidence information)
between the RO pair outputs generated by physically adjacent ROs is conjectured to be very small.
This claim is also verified experimentally in [33]. We can conclude that different RO pairs will show
almost i.i.d. behavior, if all the bits are generated by comparing neighboring ROs. However, even
though the larger part of spatial locality is canceled out, conditioned on the adversary’s knowledge
of how spatial locality influences RO pairs, an RO pair’s output does not look completely unbiased
with τ = 0.5. In general, however, τ > 0.4 (this corresponds to the inter Hamming distance between
RO PUFs) [20,33]. Hence, the 450 RO pairs seem to output random independent bits, i.e., Bernoulli
distributed with a bias τ > 0.4. Since we conjecture the hardness of LPN stating that Bernoulli
distributions (with much smaller bias) are LPN-admissible, this makes it very likely that in our
implementation an LPN-admissible distribution is generated.

As a final warning, we stress that replacing the 450 RO pairs by, e.g., a much smaller (in area)
ring oscillating arbiter PUF introduces correlation, which is induced by how such a smaller PUF
algorithmically combines a small pool of manufacturing variations into a larger set of challenge
response pairs. This type of correlation will likely not give rise to a LPN-admissible distribution
(the confidence information may be used by the attacker to derive an accurate software model of the
smaller PUF which makes χ2n—as perceived by the adversary—a low entropy source distribution).
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Including b and s in the hash computation. We analyze the reasons why s and b must be
included in h1:

Parameter s. s is the only dynamic variable in the design so it ensures that challenge-response
pairs are unpredictable. (We cannot directly use s as a part of the challenge or response itself as this
would provide information about e to the adversary.)

Parameter b. This inclusion is because of a technicality regarding Definition 2 (one bit flip in b
likely gives a new valid challenge-response pair).

Checking the hash of A. We note that Gen checks if the adversary provides the correct matrix A
as input by verifying the hash of A. If this check is not done, then the adversary can manipulate matrix
A, and, in particular, submatrix A′I ′′ and its inverse (A′I ′′)−1 in Ver. This leads to the following attack:
suppose the inverse of the manipulated matrix is close to the original inverse (AI ′′)−1 with only one
bit flipped in column j. Let C be an all-zero matrix with only the one bit flipped in the j-th column.
Then, Ver computes

s′ = ((AI ′′)
−1 ⊕ C)(bI ′′ ⊕ e′I ′′)

= ((AI ′′)
−1 ⊕ C)(AI ′′s⊕ eI ′′ ⊕ e′I ′′)

= s⊕ CAI ′′s⊕ ((AI ′′)
−1 ⊕ C)(eI ′′ ⊕ e′I ′′).

Since Ver repeats this computation by flipping at most t bits in bI ′′ ⊕ e′I ′′ , we may assume that
the term (A−1

I ′′ ⊕ C)(eI ′′ ⊕ e′I ′′) will be equal to zero for one of these computations. This means that
Ver outputs the correct response based on s′ = s only if CAI ′′s = 0. Due to the specific choice for C,
this happens if and only if the j-th row of AI has inner product zero with s. By observing whether Ver
outputs a valid response or ⊥, the adversary is able to find out whether this inner product is equal to 0
or 1 and this leaks information about s.

Machine Learning Resistance. Current strong PUF designs are delay-based and vulnerable to
Machine Learning (ML) attacks. In order to obtain a strong PUF design with provable security, we
bootstrap a strong PUF from a weak PUF (also called POK) by including a digital interface within the
trusted computing base. This makes the new LPN-based strong PUF from [20] provably secure as its
security is reduced to the hardness of the LPN problem (at the price of not being lightweight due to
the larger digital interface). In other words, no ML attack can ever attack the LPN-based PUF unless
an ML approach can solve LPN.

6. Related Work

6.1. Attacks on PUFs

We classify all the attacks on PUFs based on what kind of information the attacks require.

Pure Machine Learning Attacks and Cryptanalysis. Strong PUF designs are vulnerable to pure
machine learning attacks and cryptanalsis, which only require a sufficient amount of challenge
response pairs to build a software model of a PUF. Many existing machine learning algorithms can
be used to model a strong PUF, e.g., Support Vector Machine, Logistic Regression [7,8], Probably
Approximately Correct Learning [37,38], Evolution Strategy [39], and Linear Programming [40].
Moreover, cryptanalysis attacks exploit the mathematical model of PUFs and builds a model of
a specific PUF without using any machine learning algorithms [11].

Hybrid Attacks. Hybrid attacks refer to the attacks that run machine learning algorithms on the
CRPs collected with some extra side channel information [9], or the CRPs collected when some faults
are introduced in the PUF evaluation intentionally [10,41].
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Side Channel Attacks. By photonic emission analysis, the adversaries are able to extract the
delay information of delay-based PUFs without invasive attacks [42,43]. This advanced attack allows
the adversaries to characterize a delay-based PUF easily.

Notice that, as the first proof-of-concept implementation of the LPN-based PUF, we did not
add countermeasures against side channel attacks in our implementation. However, some generic
countermeasures against side channel attacks can be easily added on top of our implementation [44].

6.2. Secure PUF-Based Authentication Protocols

In recent work, new ideas are proposed to secure a potentially vulnerable PUF at protocol level.
As an example of a PUF-based authentication protocol, the Slender PUF protocol requires a strong
PUF with strict avalanche property to be wrapped around by a digital interface for obfuscating its
challenges and responses [45]. In this way, the full challenge response pairs will not be exposed to the
adversaries, and thus it is heuristically secure against the current attacking methods.

Another method, called Lockdown technique, adds a digital interface around the PUF for limiting
the number of used challenge response pairs [46]. By not revealing too many CRPs, it is very hard for
adversaries to successfully build a model.

The PUF primitives themselves in the authentication protocols referred to above are vulnerable
to attacks. However, if, as in this paper, their digital interfaces are considered to be part of the full
PUF design, then these PUF+Interface designs can be shown to be heuristically secure against all the
known machine learning attacks.

6.3. Secure Lightweight PUF Designs

Given the recent development in attacking techniques, to the best of our knowledge, there is
only one lightweight (meaning without digital interface) secure PUF that is resistant against all
known attacks. MXPUF is inspired by a deep understanding of state-of-the-art attacks, and the authors
show heuristic security by performing all known attacks on their design [47].

6.4. Comparison with Related Work

There are three main differences between our work and the existing machine learning resilient
designs: (1) the security of the LPN-based PUF can be reduced to a well-established computational
hardness assumption; however, the security of the existing machine learning resilient designs
is heuristic; (2) the LPN-based PUF does not require e-fuses, which implies no non-volatile storage
as a possible attack point and allows arbitrary interleaving of generation and verification processes;
(3) the LPN-based PUF can generate an error-free response that can be used for key generation; however,
the PUFs enhanced as described in Section 6.2 can only be used for authentication because the challenge
applied to the PUFs cannot be fully controlled by the user/verifier. The MXPUF of Section 6.3 is
likely to be more sensitive to noise leading to error-prone responses than other constructions due to its
concatenated XOR-PUF structure; this will require it to use a fuzzy extractor with several coding layers.
Given these advantages, the LPN-based PUF is a good candidate for secure key management.

7. Conclusions

In this work, we present the first implementation of a PUF challenge response protocol based on
computational fuzzy extractors. Specifically, our approach is built on the LPN problem that is related to
the hardness of decoding a random binary code with errors. The LPN problem allows us to transform
a weak PUF into a strong PUF that supports an exponential number of challenges and responses.
In fact, our system retains security when Gen and Ver are arbitrarily interleaved. Even with these
security advantages, our implementation retains the efficiency benefits of traditional challenge
response protocols, requiring (essentially) one matrix multiplication and two hash computations.
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Our implementation is secure if the LPN problem is hard for RO outputs in the presence of
confidence information.

As one of the future research directions, one can build a compact LPN-based PUF by reducing
trusted internal registers and having more interactions and input validations. According to our estimation,
this will lead to a significant area reduction with at least three times more performance overhead.
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