
acquisition for one image per three seconds. We found no significant
loss of SNR with the use of the optical tracking system inside the MR
environment. The maximum artifact size of the target handle (see
Fig. 3) was 111 mm and only showed minimal difference compared
to the real size of 87 mm. The ASTM test to assess magnetic
attraction revealed an object deviation of less than 1! at 2.4 T/m at
35 g and is therefore below the maximum permitted deviation for
MR-compatibility.
Conclusion
We hereby conclude using optical tracking for the dynamic control of
the image plane of MR guided interventions is safe and feasible. The
limitations of using optical tracking in the spatially limited
MR-environment (see Fig. 1) are due to the necessity of line of sight
[1]. Increasing the distance of the cameras and the tracking handle
results in a decrease of the tracking accuracy. Since the slice thickness
in MRI is typically 5-10 mm, the decreased accuracy is still sufficient
for navigation in MR-guided interventions.
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Purpose
Intraoperative imaging is particularly important when guiding
minimally-invasive therapies performed within the dynamic
environment of the beating heart. Freehand 4D ultrasound recon-
struction generates a time series of 3D ultrasound volumes that
represent the beating heart over the cardiac cycle and are composited
from multiple 2D ultrasound images acquired during a single gated
sweep of a tracked 2D transducer. This acquisition technique is
flexible, allows 2D ultrasound views of target structures to be opti-
mized to increase overall image quality, and overcomes the
compromised field of view and spatial resolution of real-time 3D
(RT3D) transesophageal echocardiography (TEE) and intracardiac
echocardiography (ICE) [1] transducers. However, possible acquisi-
tion errors include failing to capture all structures of interest and gaps
in the output volumes caused by moving the probe too quickly or
patient motion. Real-time (or incremental) ultrasound reconstruction
incorporates 2D ultrasound images into the 3D output volume(s) as
they are acquired, allowing the output volume(s) to be updated and
visualized in real-time and potentially providing sufficient feedback
to prevent or correct acquisition errors. To date, however, real-time

Fig. 2 The target handle attached to a puncture needle

Fig. 3 The maximum artifact size of the target handle
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reconstruction systems have been designed exclusively for 3D
imaging of stationary organs.

We have developed a real-time freehand 4D ultrasound recon-
struction system for intraoperative imaging of the beating heart [2,3]
that is integrated within an augmented reality environment for mini-
mally-invasive intracardiac therapy along with a patient-specific
dynamic cardiac model, tracked 2D ultrasound and virtual represen-
tations of tracked surgical tools [4]. Although applicable to a variety
of interventions, including mitral valve replacement and atrial septal
defect closure, this system may be especially useful during electro-
anatomical mapping and ablation for atrial fibrillation, particularly
when generating endocardial surface models from 2D ICE [5].
Methods
Real-time 4D ultrasound reconstruction was implemented using 2D
ultrasound frame-grabbing, a magnetic tracking system (Aurora",
NDI, Waterloo, Canada), retrospective ECG-gating and a discrete
trilinear interpolation reconstruction kernel [2,3]. Previously assessed
RMS localization errors measured 1.2-1.7 mm and 2.5-2.7 mm for
3D and 4D ultrasound reconstruction, respectively [2]. Incremental
reconstruction results were visualized on three fully-interactive
orthogonal slice planes (Fig. 1a), providing a detailed view of output
voxels that is difficult with volume rendering. To reduce motion
artifacts, 2D ultrasound images acquired when the patient’s heart rate
deviated considerably from a measured pre-scan baseline were not
used. Using our workstation (2 dual-core Xeon CPUs, 3.2 GHz, 2 GB
RAM) sixteen 240x180x240 or five 320x240x320 output volumes can

be reconstructed per 4D dataset (which scales with additional
memory).

A beating heart phantom (Fig. 1b) was used to confirm that pro-
viding real-time visualization confers advantages during freehand
ultrasound reconstruction. The phantom consisted of a two-cham-
bered heart within a water bath that beat 17 times per minute (bpm)
while outputting a simulated ECG waveform (Shelley Medical
Imaging Technologies, London, Canada). An experienced echocar-
diographer acquired several freehand 3D and 4D reconstructions of
the stationary and beating phantom, respectively, by manually
translating a transthoracic ultrasound transducer (X4 in 2D mode and
SONOS 7500, Philips, Andover, USA) from above the phantom while
viewing the ultrasound monitor (1) alone, mimicking an offline
reconstruction system, or (2) alongside the real-time reconstruction
visualization. The phantom was not shielded from direct vision to
maintain reconstruction flexibility. Output volumes were reviewed
following each reconstruction and, to reduce training effects, the two
visualization conditions were alternated within the 3D and 4D
experimental segments.

Images from two swine were obtained for a more clinically rele-
vant evaluation. 4D ultrasound datasets (each containing two 3D
volumes for this demonstration) were reconstructed using a
multiplanar 2D TEE probe (M/N:T6210, Philips) whose imaging
plane could be rotated at one degree increments. This effectively
combines the flexibility of the freehand approach with the precision of
motorized manipulation, while accommodating slight probe motions
that are not considered by 3D ultrasound transducers employing
internal motorized scanning. Real-time reconstruction visualization
was provided via a second screen mounted above the ultrasound
monitor. A tracked reference sensor sutured to the pig’s back

Fig. 1 (a) Real-time 4D ultrasound reconstruction in progress. (b)
Beating heart phantom. (c) 3D/4D ultrasound reconstructions
acquired with and without real-time visualization, displayed in the
equivalent of a four-chamber view (input pixels = 0.40 mm2, output
voxels = 0.81 mm3, two volumes/4D dataset)

Fig. 2 Example 4D ultrasound porcine reconstructions under (a)
mechanical rotational acquisition (b) manual fan acquisition (input
pixels & 0.34 mm2, output voxels & 0.67 mm3, baseline heart rate
& 96–107 bpm)
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compensated for any gross motion, and respiration was suspended
whenever reconstructed ultrasound was acquired.
Results
Figure 1c demonstrates the benefits of real-time visualization for
freehand 3D and 4D ultrasound reconstruction, particularly with
respect to the number of gaps in the output volume(s). The relative
simplicity of 3D ultrasound reconstruction makes the improvement
slight. However, significant gaps were present in the 4D ultrasound
datasets acquired without real-time visualization regardless of train-
ing, which were dramatically reduced even in the first dataset
reconstructed with the aid of real-time visualization. Providing
real-time visualization increased acquisition duration by factors of 2.4
(3D) and 1.8 (4D) because the requirement for slow, controlled probe
motion was reinforced and gapped areas were re-acquired.

Sample porcine 4D ultrasound datasets are shown in Fig. 2. The
example rotational acquisition shows all four cardiac chambers, the
left atrial appendage and the mitral and aortic valves. The increased
tracking error sustained during manual acquisition induced compar-
atively more motion artifacts in the fan output volumes, which
nevertheless visualized the left atrium, left ventricle and mitral valve
in this example. Given sufficient operator experience, the expected
acquisition time is 3–4 minutes.
Conclusions
We have presented a real-time freehand 4D ultrasound reconstruction
system for intraoperative imaging during image-guided intracardiac
therapy. Unlike RT3D probes, freehand ultrasound reconstruction
systems do not image natively in 3D. Nevertheless, our reconstructed
4D ultrasound datasets encapsulate the intraoperative beating heart
with a wide field of view and do not require registration into the
augmented reality environment’s coordinate system. These qualities,
along with the encouraging results from the human factors and por-
cine imaging studies presented here, support future investigations into
their use for surgical guidance or as the basis for algorithms regis-
tering the intraoperative patient to high-quality preoperative images,
ideally non-rigidly [1, 6].
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Purpose
To provide a numerical model for improved planning of stenting
interventions it is initially necessary to investigate the feasibility of
supporting vessel simulations and the input parameters required for
that purpose. This article presents results with regard to the influ-
encing of simulation parameters. In addition, it describes initial
approaches to integrate physically-based simulation results in the
clinical setting by way of medical communication standards.
Methods
For determining calculable evaluation parameters helpful for the
vascular specialist, a finite element model was applied corresponding
to vessel, plaque and stent. Using model variants, the influence of
different material approaches and computation parameters on the
simulation outcome was investigated. For the purpose of integrating
computation models into a medical planning system, the necessary
simulation input variables were examined for their standardisability.
Results
Model studies have shown that the computation model’s closeness to
reality when imaging the stent-vessel interaction largely depends on
the use of a hyperelastic, anisotropic material approach for vessel
description, the use of experimental data of diseased vessels as well as
the consideration of plaque and individual patient’s blood pressure.
The efforts with respect to standardization have brought forth initial
results concerning both the usability and the need for upgrading
existing standards in terms of data description.
Conclusions
The simulation of stenting procedures using FEM for realistic stent-
vessel interaction seems to be feasible using the described approach.
A modular system architecture can serve as integration framework for
the software modules involved in the process. A standardization of the
interface to the FEM software is currently not achievable.
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Purpose
Some movements of the human body are involuntary, like cardiac
or respiratory motion. This causes problems in medical interven-
tions which require the target structures to remain stationary. As an
example, the CyberKnife is a radiosurgical device which corrects
for motion of the human body by taking X-ray images and mea-
suring respiratory motion by means of an optical tracking device.
With this information, a robotic manipulator, carrying a linear
accelerator, can be guided to reduce or eliminate the effects of
respiratory motion.

A new application of the CyberKnife system is myocardial
ablation using highly focussed radiation. To overcome system
latency, the motion of the target region on the beating heart has to
be forecast.

In this work, we have analysed the possibility of predicting cardiac
motion using algorithms which have been shown to be successful
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