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Abstract

In educational games, aligning avatar representation with the player’s
own characteristics may enhance engagement and learning by
strengthening psychological immersion and self-identification. This
project proposes a work-in-progress study to investigate how gener-
ative Al-based visual and auditory self-similarity in avatars impacts
avatar identification, motivation, competence, and performance dur-
ing a programming-based puzzle game. We plan to implement a 2
(Visual Similarity: high vs. low) X 2 (Auditory Similarity: high vs.
low) between-subjects design, assigning participants to one of four
avatar conditions in a Unity-based game teaching Java concepts,
CodeBreakers. Participants will provide facial photos and voice sam-
ples for generating self-similar avatars using Al tools, while generic
avatars will feature neutral faces and synthetic voices. Participants
will complete the same game tasks. System logs, performance met-
rics, and self-report measures will be collected to examine how
multimodal avatar similarity impacts avatar identification, intrinsic
motivation, need satisfaction, and task performance. By prototyp-
ing this system, this study aims to inform the design of generative
Al-powered educational technologies that support personalized
learning experiences through identity alignment.
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1 Introduction

In recent years, advances in generative Al have introduced new pos-
sibilities for creating personalized avatars through automated facial
reconstruction and voice cloning. These tools enable the genera-
tion of high-fidelity avatars that resemble users in both appearance
and voice, expanding the potential for immersive and personalized
learning experiences [19, 75, 77]. In educational games, avatars have
long been recognized for their ability to support player engagement
and task persistence [25, 32, 45]. However, there is limited empir-
ical understanding of how multimodal self-similarity enabled by
generative Al both in visual and auditory dimensions, influences
learning outcomes and user experience in virtual environments.
To address this gap, we propose a project that investigates how
avatar self-similarity in both face and voice affects player compe-
tence, avatar identification, and task performance in an educational
programming game. Research has shown that resemblance between
a user and their avatar, whether visual or auditory, can significantly
influence self-identification, engagement, and performance [26, 30].
Visually, facial similarity has been associated with increased trust,
presence, and emotional connection in both entertainment and
training contexts [3, 17, 54, 73]. Moderate resemblance often of-
fers the optimal balance between familiarity and comfort, avoiding
the discomfort of exact likeness [54, 79]. More recently, auditory
self-similarity has emerged as a promising but underexplored fac-
tor [37]. Studies suggest that hearing one’s own voice, or a closely
matched synthesized version, can improve motivation, emotional
salience, and goal alignment [22, 37]. Speech synthesis technologies
like Tacotron 2 [67], Glow-TTS [44], and StyleTTS2 [49] now make
it possible to generate real-time personalized voices that reflect user
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tone and affect [19, 38, 81]. Although these tools are gaining traction
in areas such as behavioral nudging and affective computing [22],
they remain underutilized in educational games, particularly in
tandem with facial similarity, as in this paper.

Building on these insights, our study will investigate how com-
bining visual and auditory self-similarity in avatars influences learn-
ers’ avatar identification, intrinsic motivation, need satisfaction,
and task performance. Participants will complete short Java-based
puzzles in an educational game CodeBreakers [33, 38] using avatars
that vary in visual and auditory resemblance. This project is guided
by the theoretical frameworks of self-perception theory [8], self-
association [45], and player identification theory [73] and is in-
formed by Gee’s principles of learning [25]. We will employ trian-
gulation in our methodology that will integrate multiple sources
of data, including game performance, behavioral engagement, and
self-report measures. These will include the Player Identification
Scale (PIS) [71], the interest/enjoyment subscale of the Intrinsic
Motivation Inventory (IMI) [51], the competence subscale of the
Player Experience of Need Satisfaction (PENS) [64], an open-ended
post-game experience survey analyzed using inductive thematic
analysis[13], and behavioral metrics such as puzzles completed,
hints used, and voluntary engagement duration. Overall, this project
aims to provide new insight into how generative Al-enabled iden-
tity alignment can enhance performance and personalization in
educational technology.

2 Related Work

2.1 Avatar Self-Similarity and Avatar
Identification

Avatar-based systems enhance user identification, presence, and
engagement in interactive learning environments [4, 21, 30]. Avatar
identification [71] allows players to temporarily adopt avatar char-
acteristics, influencing attitudes, behaviors, and motivation [45, 79],
supported by self-perception theory [8]and embodiment theory [40,
57].

Visual self-similarity, where an avatar’s appearance matches
the user’s facial features, increases trust, perceived competence,
and social presence [3, 17, 54]. Users prefer and feel more con-
nected to agents mirroring their facial features, aligning with the
“mere-exposure effect,” [52, 72, 76, 80]. Users also respond more
quickly and attend more deeply to avatars that resemble them-
selves [41, 57, 58]. Studies of role model avatars further show that
visual resemblance to aspirational figures perceived as competent
and sharing similar demographics can promote identification and
motivation in educational games [34, 38]. These effects extend be-
yond perception: users are more likely to mimic behavior and align
socially with self-similar avatars, reinforcing a sense of ownership
and identification [6, 43].

Auditory self-similarity, though less studied, has emerged as
a promising factor with similarly powerful effects [37]. Research
shows that players with self-similar avatar voices had significant
performance increases, time spent, similarity identification, com-
petence, relatedness, and immersion [26, 37, 38]. Vocal cues ac-
tivate influence perceptions of credibility, warmth, and compe-
tence [36, 53]. Cross-modal congruence further enhances embod-
iment and learning, with aligned voice tone and visual features
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increasing presence and behavioral engagement [48, 66, 78]. Multi-
modal similarity enhances perceived realism and reduces cognitive
dissonance [75, 81]. These findings emphasize aligning avatar de-
sign with user attributes for motivation and immersion.

2.2 Avatar Influence in Education

Avatar design is central to shaping users’ cognitive and emotional
engagement in educational environments [21, 27]. In game-based
learning, avatars scaffold complex concepts within narrative, in-
teraction, and embodiment [21, 25], particularly in programming
games [32, 34]. Player identification with avatars increases task
investment, persistence, intrinsic motivation, and self-efficacy [10,
23, 35, 39, 70]. This is supported by evidence that avatars can reflect
users’ ideal selves, promoting sustained engagement [9, 10, 31, 59].
Avatar identification consistently enhances learning outcomes in
computational environments [32, 38]. Customization, both visual [3,
29] and auditory [37, 53], influences identification. When avatars
reflect a student’s voice or face, deeper engagement and increased
motivation are reported [26, 38]. Generative Al tools further person-
alize learning agents, amplifying identification and embodiment ef-
fects [19, 23, 75, 77]. Beyond motivation, avatar embodiment affects
cognitive performance and psychological states [57]. Studies show
that embodying specific avatars can improve working memory, miti-
gate stereotype threat, and increase engagement [5, 6, 24, 34, 39, 55].
Physiological evidence, such as EEG activity and HRV patterns, sug-
gests that avatar embodiment facilitates emotional stability and
cognitive alignment conducive to learning [61].

2.3 Avatar System Design and Generative Al

Educational game design increasingly integrates avatar systems for
interactivity, personalization, and conceptual learning. In program-
ming education, games like JavaStrike [33] and Imikode [12] use
avatar-mediated interfaces to teach computational concepts, provid-
ing real-time feedback within interactive narratives [46]. Avatars
as instructors or peers can improve autonomy and reduce cognitive
load [27, 32]. Immersive virtual environments and 3D affordances
align well with logic-based and experiential learning [4, 7, 15, 25].
Generative Al has transformed educational avatar systems by en-
abling real-time synthesis of human-like characteristics, includ-
ing facial likeness [3, 75], dynamic movements [19, 65], realistic
voice [75], and emotional responsiveness [14, 81]. Al can generate
3D models from images [69], manipulate facial features [1, 3, 77],
and animate static portraits [82]. Frameworks like VALID [18] and
FaceGen [68] support visual similarity manipulation. These AI-
driven avatars enhance realism and personalization, aligning with
learner identity [23, 56, 75, 81].

Despite this progress, few studies examine how generative facial
and vocal alignment together impact learning outcomes. While
Al-generated voices boost identification [22, 23] and facial self-
similarity increases trust [54], these modalities are largely studied
in isolation. This work-in-progress study aims to bridge this gap
by exploring the combined effects of Al-generated facial and vocal
self-similarity on identification, competence, and task performance
in an educational programming game.
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2.4 Hypotheses

This project is guided by established theoretical frameworks in
avatar research and educational psychology. Self-perception the-
ory [8] suggests that individuals construct aspects of their self-
concept by observing their behavior in context, including how
they engage with self-resembling representations. Player identifica-
tion theory [45, 74], on the other hand, posits that individuals can
form meaningful psychological connections with avatars, which
in turn influence need satisfaction and performance. Complement-
ing these views, self-association theory [45] argues that users are
more likely to identify with and respond favorably to avatars that
resemble them, as such representations are cognitively linked to
the self and evoke self-referential processing. Furthermore, Gee’s
principles of learning [25] emphasize the importance of identifying
alignment for fostering deep engagement and persistence in game-
based educational environments. Guided by these frameworks, this
study focuses on quantized task performance and three theoreti-
cally grounded and outcome-relevant constructs: the Player Identi-
fication Scale (PIS) [71], which captures similarity, embodied, and
wishful identification; interest/enjoyment, the primary indicator
of intrinsic motivation [51]; and competence, a fundamental need
within Self-Determination Theory that reflects players’ perceived
effectiveness—each selected for its strong conceptual relevance and
empirical support in avatar-mediated learning contexts [64].

This study proposes four hypotheses concerning the effects of
avatar self-similarity on user experience in an educational program-
ming game.

Prior research has shown that visual resemblance between avatars
and users increases identification by fostering a sense of recogni-
tion, embodiment, and personal relevance [3, 54]. Self-perception
theory [8] and player identification theory [45, 74] suggest that indi-
viduals infer internal states and motivations from their interaction
with avatars that reflect their external characteristics. Therefore,
we hypothesize:

H1: Learners with avatars that exhibit high visual self-similarity
will report higher levels of avatar identification, intrinsic motiva-
tion, need satisfaction, and task performance, compared to learners
with generic avatars.

Auditory cues also contribute to avatar identification, particu-
larly when the avatar speaks in the user’s own voice. Studies have
shown that cloned or familiar voices increase immersion and emo-
tional connection [22, 38], while auditory customization enhances
the effects of visual resemblance [37]. We propose:

H2: Learners with avatars that exhibit high auditory self-similarity
will report higher avatar identification, intrinsic motivation, need
satisfaction, and task performance compared to those with avatars
using synthetic voices.

When visual and auditory cues are combined, their alignment
may yield additive or synergistic effects on user experience. Audi-
tory customization has been shown to enhance avatar identification,
particularly when paired with visual similarity [37]. Consistent mul-
timodal cues improve perceived realism and credibility [26, 81], and
studies of multimodal learning environments show that integrating
these channels can boost task performance [78]. Thus, we hypothe-
size:
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H3: Learners experiencing both high visual and high auditory
self-similarity will report higher avatar identification, intrinsic mo-
tivation, need satisfaction, and task performance than those experi-
encing only one or neither modality.

Finally, drawing on prior research, both visual [20, 42] and audi-
tory self-similarity [22, 37] are shown to increase avatar identifica-
tion. This enhanced avatar identification is consistently associated
with positive learner outcomes, including increased need satisfac-
tion [32, 64], and improved task performance and time spent [38].
Therefore, it is hypothesized that the combined effect of visual and
auditory self-similarity will be mediated by avatar identification.

H4: The combined effect of visual and auditory self-similarity on
intrinsic motivation, need satisfaction, and task performance will
be mediated by avatar identification, such that higher self-similarity
increases avatar identification, which in turn will lead to enhanced
motivation, greater psychological need fulfillment, and improved
performance outcomes.

Additionally, we aim to conduct exploratory analyses to under-
stand how learners subjectively evaluate the perceived relevance
and impact of self-similar avatars compared to generic represen-
tations. While self-similarity tends to enhance subjective avatar
identification and certain positive feelings [26, 37], perceived impact
on performance or overall engagement can be complex, sometimes
favoring generic designs [50, 65]. Exploratory analysis is therefore
necessary as the subjective evaluation of relevance and overall im-
pact is nuanced, and baseline understandings of how various avatar
types affect learners differently are still being established.

RQ1. How do learners subjectively evaluate the relevance and
impact of self-similar avatars compared to generic ones during
gameplay?

3 Methodology

3.1 Game Setup

The proposed study will use CodeBreakers [33], a Java program-
ming game in which players solve progressively challenging code
puzzles by throwing code snippets at virtual targets. The game
includes 14 puzzles across six difficulty levels and was iteratively
developed in collaboration with professional developers. The game
will be played on desktop devices using keyboard and mouse input
to maintain consistency across participants and ensure accessibil-
ity. To support this study, we plan to extend CodeBreakers with
avatar customization capabilities by integrating ReadyPlayerMe!
and ElevenLabs.? Participants will be asked to upload a facial photo,
which ReadyPlayerMe will process to generate a 3D avatar resem-
bling their appearance. A short voice sample will also be collected
and cloned using ElevenLabs’ speech synthesis API to produce a
personalized avatar voice. These self-similar avatars will then be
embedded into the CodeBreakers interface and used as in-game
characters. This setup enables a controlled investigation into how
multimodal identity alignment impacts engagement, competence,
and learning performance in an educational programming context.

!Ready Player Me: Cross-Game Avatar Platform available at https://readyplayer.me/
2ElevenLabs: Prime Voice Al platform available at https://elevenlabs.io/
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3.2 Intervention

This study employs a 2 (Visual Self-Similarity: high vs. low) X 2 (Au-
ditory Self-Similarity: high vs. low) between-subjects experimental
design to investigate how multimodal self-similarity influences
players’ psychological experiences and task engagement. Partici-
pants will be randomly assigned to one of four avatar conditions.
In the high-similarity conditions, avatars will be generated using
participants’ facial photos and voice samples to produce person-
alized visual and vocal representations via ReadyPlayerMe and
ElevenLabs, respectively. In contrast, the generic avatar will feature
a low-poly, gender-neutral humanoid model, presented in mono-
chrome tones and lacking individualized facial features. The voice
will be a human-like, gender-neutral, monotone synthetic voice
generated by ElevenLabs using a stock English model. Each partici-
pant will interact with only one avatar throughout the session to
prevent condition contamination.

3.3 Qualitative and Quantitative Measures:

To assess player identification, intrinsic motivation, need satisfac-
tion, and task performance, we will adopt a combination of vali-
dated self-report instruments and behavioral metrics. We follow
best practices in measurement reporting by clearly explaining the
what, how, and why for each measure [2].

3.3.1 Player Identification. To measure avatar identification, the
extent to which players perceive psychological connection and self-
resemblance with their avatars, we will use the Player Identification
Scale (PIS) [71]. This validated self-report instrument, administered
post-gameplay, evaluates three distinct dimensions of identifica-
tion on a 5-point Likert scale: similarity identification (e.g., “My
character is similar to me”), embodied identification (e.g., “In the
game, it is as if I become one with my character”), and wishful
identification (e.g., “I would like to be more like my character”). PIS
is a widely adopted and validated scale specifically designed for
assessing player-avatar relationships in game contexts, ensuring
its content validity for our study.

3.3.2 Intrinsic Motivation. To assess intrinsic motivation, we use
the interest/enjoyment subscale of the Intrinsic Motivation Inven-
tory (IMI) [51], which is the primary component of IMI that evalu-
ates participants’ inherent satisfaction and engagement with the
activity itself. This subscale, rated on a 7-point Likert scale (e.g.,
“I enjoyed doing this activity very much”), is widely regarded as
the primary indicator of intrinsic motivation in research due to
its strong psychometric properties. It is particularly appropriate
for this study, as it captures how avatar design influences play-
ers’ voluntary interest and enjoyment, core motivational outcomes
relevant to educational games.

3.3.3  Player Experience of Need Satisfaction. We measure need sat-
isfaction through the competence subscale of the Player Experience
of Need Satisfaction (PENS) [64]. This subscale captures partici-
pants’ perceived effectiveness and mastery (e.g., “I feel competent at
the game”), which are central to Self-Determination Theory [16, 62]
and highly predictive of motivation and persistence in learning en-
vironments [63]. Its theoretical alignment and strong psychometric
foundation make it a targeted and reliable measure for our research.
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3.3.4 Exploratory Analysis. To address the exploratory research
question RQ1, we will include a post-game experience survey with
open-ended questions to assess learners’ subjective interpretations
of avatar relevance and identity alignment. Participants will re-
spond to prompts such as: “Did your avatar feel like an extension of
yourself? Why or why not?”, and “How did the avatar’s appearance
or voice affect your experience during the game?” These questions
aim to elicit reflective responses that provide richer insight into
how learners interpret multimodal avatar similarity. Responses will
be analyzed using inductive thematic analysis [13] to uncover recur-
ring patterns in participants’ reflections. These thematic insights
will be compared across avatar similarity conditions (e.g., high
vs. low visual/auditory similarity) to examine how different forms
of identity alignment shape perceived relevance and impact. This
analysis aims to complement the quantitative data and highlight
subjective nuances in avatar-based engagement.

3.3.5 Game Performance. To assess game performance, which
refers to participants’ objective learning-related task success and
efficiency within the programming game, we will track two direct
gameplay metrics, automatically logged by the game system during
play: the number of puzzles completed (out of 14) and the number
of hints used (up to 42). These metrics serve as objective and quan-
tifiable indicators of problem-solving success and efficiency in the
programming tasks, and will help determine the immediate impact
of avatar design on performance outcomes.

3.3.6  Voluntary Engagement Duration. To evaluate participants’
motivational persistence, we will measure voluntary engagement
duration, defined as the total time participants spend in the game
environment beyond the required 10-minute session. This metric
captures participants’ motivation to continue engaging with the
task.

Table 1: Measurement Instruments.

Conceptual Group Instruments Time

Avatar Identification Player Identification Scale (PIS) [71]  Post

IMI - Interest/Enjoyment Post
Subscale [51]

Intrinsic Motivation

Need Satisfaction PENS - Competence Subscale [64]  Post

Exploratory
Evaluation

Open-Ended Post-Game Post
Prompts [13]

Game Performance Puzzles Completed, Hints Used During

Voluntary Time Spent Beyond Required
Engagement Duration  Session

During

3.4 Participants

We plan to recruit approximately 330-340 undergraduate partici-
pants from a large U.S. university. Participants will be recruited
through multiple introductory computing and programming courses
to ensure a sufficient sample size. This sample size is calculated
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using an a priori power analysis conducted using G*Power 3.1 for
a 2 X 2 between-subjects factorial ANOVA. Assuming a small-to-
medium effect size (f = 0.20) [60], @ = 0.05, and 95% power, the
analysis indicated a minimum required sample of N = 327 [47].
As students enrolled in these courses are learning relevant com-
puter science concepts, they represent an appropriate population
for evaluating a Java-based educational game. In addition to core
study measures, we will collect self-reported programming expe-
rience in the demographic survey at the end of the session. This
will be used as a covariate in subsequent analyses to control for
potential baseline skill variance. Informed consent will be obtained
from all participants prior to participation. Facial photos and short
voice recordings will be securely collected for the purpose of avatar
generation. All procedures will be reviewed and approved by the
Institutional Review Board (IRB) before data collection to ensure
ethical compliance and participant privacy.

3.5 Procedure

After completing the informed consent form, participants will be
randomly assigned to one of four avatar conditions: high or low vi-
sual self-similarity crossed with high or low auditory self-similarity.
Each participant will upload a facial photo and a five-second short
audio sample, which will be used to generate self-similar avatars
via ReadyPlayerMe and ElevenLabs. Next, participants will play
the game CodeBreakers with their assigned avatar. Participants will
begin with a 2-minute guided tutorial introducing game mechanics
and the avatar system. This tutorial will be narrated in a neutral
synthetic voice to avoid priming effects. Participants will then play
for a mandatory 10 minutes, with the option to continue voluntar-
ily afterward. During gameplay, avatars will provide task-relevant
spoken feedback, such as celebrating correct actions or offering mo-
tivational nudges when players request hints, using a voice aligned
with the assigned voice condition. All participants will complete the
same set of tasks regardless of avatar condition. Following game-
play, participants will complete a set of self-report questionnaires,
including PIS, IMI interest/enjoyment, PENS competence, and a
post-game experience survey. Demographic questions, including
prior programming experience, will be presented at the end of the
session to minimize potential priming effects on task-related self-
perception or performance. Game performance (e.g., number of
puzzles completed, number of hints used) and voluntary playing
time will be automatically logged. The entire session is expected to
last approximately 30-40 minutes.

3.6 Analysis

Data will be analyzed using SPSS 29 and the PROCESS macro for
SPSS [28]. To evaluate H1-H3, a 2 X 2 between-subjects factorial
ANOVA [11] will be conducted with visual self-similarity (high
vs. low) and auditory self-similarity (high vs. low) as independent
variables. Dependent variables will include avatar identification
(PIS), IMI interest/enjoyment, PENS competence, and task perfor-
mance metrics. To test H4, a mediation analysis will be conducted
using PROCESS Model 4 [28] to determine whether avatar identifi-
cation mediates the effect of visual and auditory self-similarity on
learner outcomes. Each outcome variable (IMI interest/enjoyment,
PENS competence, task performance) will be modeled separately,
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and indirect effects will be tested using bias-corrected bootstrapped
confidence intervals [28]. Programming experience will be included
as a covariate in the ANOVA and mediation models where appro-
priate. All significance tests will be conducted at a = 0.05.

To support the exploratory objectives of the research question,
the post-game experience survey responses will be analyzed using
inductive thematic analysis [13] to identify emergent themes in
learners’ qualitative accounts. Thematic patterns will be compared
across avatar conditions (e.g., high vs. low visual/auditory similar-
ity) to examine how different forms of self-similarity shape user
experiences. These qualitative insights will be triangulated with
quantitative outcomes to contextualize individual differences in
avatar identification, intrinsic motivation, need satisfaction, and
task performance. Additionally, descriptive statistics and visualiza-
tions from key self-report scales (PIS, IMI interest/enjoyment, PENS
competence) will be used to illustrate trends across conditions.

4 Future Work

This work-in-progress study serves as an initial step toward un-
derstanding how Al-generated visual and vocal self-similarity in
avatars impacts player identification, motivation, competence, and
task performance in educational games. Game development is cur-
rently underway. Future work will involve completing data collec-
tion and analysis, including examining interaction and mediation
effects as outlined in our hypotheses and the exploratory research
question. In preparation for full-scale deployment, we plan to con-
duct a pilot study to test the fidelity of avatar generation, voice
synthesis, interface integration, and task flow. This will help val-
idate the technical setup and inform minor design adjustments
prior to full data collection. As an early-stage investigation, this
work also opens space for future research directions. While the
current design manipulates avatar resemblance through Al-enabled
facial and vocal similarity, it does not incorporate user customiza-
tion. Future studies could investigate how enabling avatar choice
or modification affects identification and motivation, especially in
educational settings where learner agency is linked to improved
outcomes. Additionally, longitudinal deployments are needed to as-
sess whether short-term motivational gains from avatar similarity
persist and contribute to long-term learning and behavior change.

5 Conclusion

This work-in-progress study explores the potential of Al-generated
visual and vocal self-similarity in avatars to enhance educational
game experiences. While prior research has explored avatar cus-
tomization in learning environments, few have systematically ex-
amined the combined effect of visual and auditory self-similarity
on performance outcomes. This project is among the first to inte-
grate generative Al technologies, specifically facial reconstruction
and voice cloning, into an interactive educational game, enabling
the exploration of multimodal identity alignment in a controlled
setting.

Building on recent advances in generative Al, this work will
bridge the gap between technical personalization and psychological
resonance in educational technology. We aim to provide researchers
and designers with meaningful insights into the interplay between
identity, motivation, player satisfaction, and learners’ performance
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in game-based education. Ultimately, this study seeks to spark new
research into the pedagogical potential of generative Al and self-
similar avatars and to inform the next generation of personalized
learning systems.
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