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ABSTRACT
To employ users as autonomous allies of platforms in their battle
against misinformation, we consider three design choices that could
be integrated into social media and news platforms to give users
more power and agency: capturing users’ assessments of posts as
part of the data model, allowing them to explicitly indicate who
they trust to assess sensibly, and user-operated manual filtering
by accuracy assessments into the platforms’ data models and user
interfaces. We evaluate these design changes via a need-finding
study of more than 150 users and a user study of 14 participants
on a platform that incorporates these design decisions. We then
discuss the challenges and potentials of our design changes.
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1 USERS AS AUTONOMOUS ALLIES OF
PLATFORMS

As social media platforms track down misinformation using ML
models and human fact-checkers [2, 3], they forgo the help that
they could be receiving from one of the primary stakeholders in
the space: the users. Indeed, the engagement-based model of plat-
forms even undermines users’ efforts to combat misinformation.
For instance, a user who comments on a post to dispute its veracity
can be unknowingly spreading the post further because the system
considers the interaction as engagement.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
Conference’17, July 2017, Washington, DC, USA
© 2022 Association for Computing Machinery.
ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00
https://doi.org/10.1145/nnnnnnn.nnnnnnn

In this work, we attempt to re-imagine the platforms used for
news sharing and consumption by giving users more agency to
protect themselves and their social circle against misinformation.
We consider three complementary design changes that could be
incorporated into platforms:

• allowing users to explicitly assess posts as accurate or inac-
curate as part of the data model

• enabling them to explicitly mark other sources—users or
news publishing entities— as trustworthy

• providing them with filters which they can use to filter out
content assessed as inaccurate by their trusted sources from
their feed

Integrating trust assessments of posts into the data model can
help disambiguate not only engagement vs refutation of a post for
the platforms, but also the various signals that could be mistaken
as one or the other by the other users. For instance, a “laugh” emoji
on a post could signify disdain at an incorrect post or conversely,
approval of its remarks. However, an “inaccurate” tag can clearly
make the distinction. Asking users to assess posts, in addition to
signaling post accuracy, can help by curbing the propagation of
falsehood altogether. In an experiment, we evaluated the effects
of a set of behavioral nudges that could be incorporated in social
media upon sharing time on people’s intention of sharing a post.
We found that asking users to assess accuracy of news items before
sharing them reduces their likelihood of sharing misinformation.
Further asking people for their rationales decreases their sharing
of falsehood even more [10]. This finding has been corroborated
in other studies that report nudging users to think about accuracy
can help increase quality of news that they share [14, 16].

Our design choice to allow people to specify their trusted sources
and receive fact-checking information from them is inspired by
prior work that reports social media users are more likely to attend
to and accept fact-checking information from friends compared
to strangers [8, 13]. Indeed, correcting information from various
other sources such as journalists often struggle to keep up with the
misinformation that has spread [17].

The filters that we envision enable users to narrow their feed
down to articles with a certain accuracy status, for instance, veri-
fied or refuted, assessed by the sources that they explicitly mark
as trusted. This design of giving users agency over their feed is
informed by prior work that reports users are more satisfied when
given controls over their feed and that in the absence of control, try
to find ways around the curation algorithm that chooses content
for them [6, 18].
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2 EVALUATION
To evaluate the three design ideas described above, we performed
a need-finding study in which we surveyed a diverse group of 157
users about their practices reading and sharing online news. We
found that users’ exposure to misinformation results from their
intentionally following unreliable sources for a variety of reasons
or because their otherwise reliable sources may make occasional
mistakes. Some users would like to take the misinformation out of
their feed but continue following these sources, and others would
like to keep the unreliable content in their feed along with signals of
the content’s inaccuracies. These wishes suggest the need for filters
that empower users to take more control over their feed. In addition,
users already engage in soliciting fact-checking information from
as well as providing it to their social circle. Some expect their social
network to proactively correct them should they post inaccuracies.
However, because social media platforms do not have designated
metadata for assessing accuracy of posts, participants use a variety
of features intended for other purposes, such as likes and comments,
that can be picked up by the platforms as signals of engagement.

We then conducted a technology probe into the problem space
by conducting a user study on a platform we built that embraces
the paradigms described above, where users can mark posts as
accurate or inaccurate or inquire about the validity of posts, spec-
ify the sources they trust, and filter their feed based on accuracy
assessments of posts provided by their trusted sources.

The platform treats users and proxy accounts that it manages on
behalf of news publishing entities (e.g., the NYTimes) as sources
of news. It provides two types of relationships between sources:
follow and trust. By following another source, a user can see what
the source posts. Trusted sources however, can be leveraged for
filtering one’s newsfeed based on the accuracy assessments that
they provide. The two relationships are asymmetric and indepen-
dent from each other. Therefore, a source can follow but not trust
another source, or can trust but not follow them. Additionally, a
source that trusts another is not necessarily trusted by the latter
source. Trust relationships on our platform are kept private which
can ease the social pressure of users marking someone they do not
trust as trustworthy. Public trust relationships on the other hand,
can be beneficial for public endorsements, for instance between
journalists, researchers, or news publishing entities, and can be
explored in future work. Users can additionally group sources into
lists that are private to them.

On the platform, users can write posts of their own or import
articles from other websites. In addition, the platform allows users
to add RSS feeds into the system. It then makes a source associated
with the added feed and periodically fetches the contents of the
feed based on an estimate of how frequently the feed updates its
contents.

All sources on the platform can assess posts as accurate or inaccu-
rate. They can additionally inquire about the validity of a post. This
inquiry can be anonymous or with the source’s name attached to
it. Requests for assessments are by default surfaced to the source’s
trusted sources. However, the source making the inquiry can spec-
ify from which sources they would like to receive assessments, in
which case the specified sources would be notified of the question.
No source can share a post before assessing it. A source’s profile

Figure 1: The UI for assessing a post. When asserting that
the post is accurate or inaccurate, a rationale is required. As-
sessing is required before sharing is enabled.

contains all the posts they have ever assessed and shared. Figure 1
shows the UI for assessing a post.

On their homepage, users see content from the sources that they
follow. The platform provides filters that they can use to narrow
down the articles on their feed. Users can filter posts based on
their validity—assessed as accurate, inaccurate, a mixed of accurate
and inaccurate (split opinion), and those whose validity have been
questioned (questioned), who has assessed them (trusted sources,
followed sources, specific source lists or sets of sources, or the user
themselves), whether the user has previously seen the posts, and the
tags associated with the posts. Figure 2 shows the homepage with
the filters in the sidebar. Figure 3 displays the expanded assessments
pane for an article which contains the assessments given by the
sources the user follows or trusts.

To recruit participants for the user study on the platform, we
asked that participants join the study with at least one other mem-
ber from their social circle. This was because we were interested
in understanding how users interact with their social circle to pro-
vide and receive fact-checking information. Although users can be
exposed to misleading or false information, accurate information
from a source with a viewpoint opposing theirs, or inaccurate in-
formation from sources with similar viewpoints as theirs on social
media platforms where their extended social circle is present, it
was possible that without an intervention from our part, at such
a small scale, participants would not be exposed to these types of
content. Therefore, we increased their likelihood of exposure to
such information by asking them to follow a source that we named
Trending News which was managed by a member of our research
team. Every day for the duration of the user study, the Trending
News source imported and shared a number of articles from differ-
ent sources with varying degrees of credibility. Participants’ tasks
for the duration of the user study (one week) involved using the
platform to read and share at least two posts every day and check-
ing whether anyone else has asked for their assessment. The UI
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Figure 2: The homepage view with articles filtered according to the filters on the left sidebar. Articles can additionally be
filtered using tags (e.g., those on the New York Time’s article in this screenshot).

Figure 3: An article tile shows a preview of which of the
user’s followed or trusted sources has assessed the article as
accurate, inaccurate, and who has inquired about its valid-
ity. The assessment pane can be expanded to show their full
assessments.

would remind the participants about their daily goals every few
hours at random times if they had not yet achieved them.

A total of 14 participants completed our user study (8 males, 6
females). One identified as Republican, two as Independent, and the
rest were Democratic. 7 other participants registered but dropped
out either at the onset or in the midst of the study. Their demo-
graphics were similar to those who completed the study. Users
completed a questionnaire at the end of the user study.

The user study revealed that users indeed saw value in the norms
that the platform established such as vetting posts before sharing,
in facilitating inquiries about validity of posts, and in seeing as-
sessments from others. We observed that although we did not train
participants in how to assess posts, they indeed used the assess-
ments to evaluate the veracity of posts based on the rationales
reported in [10]. In addition, the various preferences for setting
the filters and the absence of a panacea —e.g., viewing all articles

by default but occasionally selecting to see the disputed ones vs
choosing to view only the confirmed articles by trusted sources by
default and occasionally seeking unverified posts— indicated the
need for putting users more in control of their feed.

The study also highlighted areas that could be improved by lever-
aging a combination of ML models and user input, for instance, for
extracting claims from articles that contain multiple claims, and for
labeling certain articles as satire or oped that perhaps cannot be
assessed as factually correct or incorrect. One point of confusion
about assessments leading to inconsistencies that our participants
cited was that sometimes the headlines of articles did not match
their content. In these cases, some participants based their assess-
ments on the content and others on the headline.

3 DISCUSSION AND FUTUREWORK
Many proposed approaches to countering the misinformation prob-
lem on platforms involve identifying and removing content that
are deemed by the platforms as unfit to be seen by their users. Al-
though policy-driven platform moderation is necessary in some
universally agreed upon contexts [15], communities should be wary
of relinquishing all the power of content filtering and highlighting
to the platforms whose incentives as for-profit entities running
on ads do not necessarily align with the users’ [7]. The challenge
of moderation is exacerbated as not all accounts of problematic
behavior or posts can be provisioned a priori in platform policies,
leading moderators to make ad-hoc decisions in grey areas that
sometimes draw criticism [1, 9]. In addition, while platform moder-
ators and fact-checkers can play a valuable role in flagging content
that has already spread and become visible, other measures are
needed to restrain sharing of misinformation as it is being handed
from user to user. These challenges suggest that the problem of
misinformation could additionally be tackled at the user level.

While it is difficult to persuade users to migrate from their cur-
rent news readers and monopolized social media to a new tool to
consume and share news, the credibility cues and assessments im-
plemented into the tool can perhaps best be leveraged if offered via
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a browser extension as users browse various existing news websites
and social media platforms. An extension would also allow users
to assess or see assessments on not only posts existing in the plat-
form, but also those that they encounter on social media, helping
us gain insight into how these assessments would be used in the
wild through a field study. We are currently working on developing
such an extension.

The currently incorporated manual filtering of articles in the
platform is a design decision that is independent of trust and assess-
ment. Assessments incorporated into current platforms could be
used as input for their algorithmic feeds, without introducing man-
ual controls. Future work can study how users perceive algorithmic
feeds of this nature.

Empowering users to block information they do not trust could
conceivably lead to stronger “filter bubbles” in which a closed group
of like-minded users mutually reinforce each others’ perspectives
while their trust filters shield them from any divergent views. How-
ever, we observed in our user study that users do seek information
that has been questioned or refuted, or shared by untrusted sources.
Our design does not prevent them from doing so; it simply puts
them more in control. They can decide when they wish to remain
safe in their bubble and when they wish to explore. This control
and the safe space of a community of like-minded people that users
can enter and exit whenever they wish, or epistemic respite, can
help prepare users to re-engage with differing views [4]. In an at-
tempt to facilitate this re-engagement, future work can design and
implement features aimed specifically at puncturing filter bubbles.
Consider a situation where the majority of a user’s friends have
assessed an article as true, and one as false. In today’s networks,
that outlier friend’s disagreement would likely be invisible in a sea
of one-sided comments. However, if structured assessments were
captured, then a system could surface the fact that the article is
disputed, and could highlight the outlier assessment and the fact of
its being in disagreement with the rest.

Prior work has examined transitivity of trust in social networks,
for instance in the context of recommender systems or chat moder-
ation [5, 11, 12]. We are planning to extend the concept of trusted
sources on the platform to build a trust network for each user. In
this scenario, when a user leaves a credibility assessment on a post,
the platform can propagate that information to all the users that
either immediately trust or have an indirect trust path to the asses-
sor, while maintaining the assessor’s anonymity, as a user’s trust
relationships on our platform are private to the user. This chain of
trust could help users benefit frommore extensive assessments even
though they may not immediately know the benefactors. Transitive
trust relationships will allow us to investigate several interesting
research questions. One is how fast trust decays as the distance
of two sources in the network who are connected by an implicitly
inferred trust relationship increases. Another is how assessments
from different sources, some not immediately connected to the
user, should be weighted, aggregated, and presented to the user in
an interprettable manner. One scenario could be that each trusted
source is given an equal weight in deciding the accuracy of an
article. Conversely, the user could decide that a particular source
or rationale be given priority over others.

4 CONCLUSION
In summary, the contribution of this work lies in re-imagining the
platforms used for news sharing and consumption, by involving
users in the fight against misinformation and giving them agency
to protect their social circle. Our approach involves designing and
building systems that facilitate a technology probe into the problem
space, so that we can understand user needs and observe their
behaviors in a real setting.
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