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Exercise 10

Lecturer: Mohsen Ghaffari Teaching Assistant: Saeed Ilchi

1 Cut Counting [Recommended]

(A) Use Karger’s Random Contraction Algorithm to prove that in each graph with edge con-
nectivity k, for any α ≥ 1, the number of cuts of size at most αk is at most (2n)d2αe.

(B) A result of Tutte and Nash-Williams from 1960s shows that every graph with edge con-
nectivity k contains at least k/2 edge-disjoint spanning trees. Use this result to argue
that the number of cuts of size at most αk is at most Θ(knb2αc).

Hint:

Assigneachcuttooneofthetrees.

2 Random Sampling in Graphs with Good Expansion [Recom-
mended]

Consider an undirected unweighted graph G = (V,E), for each subset S ⊂ V of vertices, let
E(S, V \S) denote set of edges connecting S to V \S, i.e., the edges with exactly one endpoint

in S. Suppose that for some α = Ω(log n), we have that |E(S,V \S)|
min(|S|,|V \S|) ≥ α, for each subset

S ⊂ V .
Prove that if we subsample the edges of G with probability p = Ω( logn

αε2
), then all cuts are

concentrated around their expectation, with high probability. That is, with probability 1−1/n,
for each cut (S, V \ S), the number of sampled edges of this cut is in (1± ε)p|E(S, V \ S)|.
Hint:

Youdonotneedthecut-countingargumentsthatwesawintheclass.Whatisthefailure
probabilityofacutwithknodesinonesideandn−knodesontheotherside?

3 Sparsification for Hypergraphs

In this exercise, we derive a sparsification for hypergraphs of rank r. The rank of a hypergraph
is the maximum number of vertices in one hyperedge, that is, in a hypergraph of rank r each
hyperedge contains at most r endpoints. We prove that we can sparsify each such hypergraph
to merely O(nr log n/ε2) weighted hyperedges1, while maintaining all cut sizes up to (1 ± ε).
Notice that a priori, such a hypergraph might have up to

∑r
i=2

(
n
i

)
� nr log n hyperedges. For

a non-trivial partition of the vertices (S, V \ S)—where S 6= ∅ and S 6= V—the corresponding
cut in the hypergraph is defined as the set of all hyperedges that have at least one endpoint in
each side of the cut.

(A) Using an extension of the contraction algorithm to hypergraphs, prove that the number
of α-min cuts is at most nO(rα).

1This is Õ(n
2

ε2
) edges, in the worst case of r = n. This was the best result until the very recent work of Chen

et al. [1] in which a sparsifier with Õ
(
n
ε2

)
edges is constructed in polynomial-time.
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(B) Prove that a uniform sampling of each hyperedge with probability p = Ω( r logn
ε2k

) preserves
the size of each cut around its expectation, up to a (1 ± ε) factor. Here, k denotes the
size of the minimum cut.

(C) Follow the steps of what we did in the class for graphs to construct a non-uniform sampling
that produces a sparsifier with O(nr log n/ε2) edges.
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