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ABSTRACT
This paper challenges the well-established paradigm for build-
ing any-to-any networks for training Large Language Mod-
els (LLMs). We show that LLMs exhibit a unique commu-
nication pattern where only small groups of GPUs require
high-bandwidth any-to-any communication within them, to
achieve near-optimal training performance. Across these groups
of GPUs, the communication is insignificant, sparse, and ho-
mogeneous. We propose a new network architecture that
closely resembles the communication requirement of LLMs.
Our architecture partitions the cluster into sets of GPUs in-
terconnected with non-blocking any-to-any high-bandwidth
interconnects that we call HB domains. Across the HB do-
mains, the network only connects GPUs with communica-
tion demands. We call this network a “rail-only" connection,
and show that our proposed architecture reduces the network
cost by up to 75% compared to the state-of-the-art any-to-
any Clos networks without compromising the performance
of LLM training.

1 Introduction
The evolving field of Large Language Models (LLMs) holds
great promise in revolutionizing our understanding of human
language processing, driving technological advancement of
artificial intelligence (AI). OpenAI’s ChatGPT served over
100 million active users within three months of its release,
making it the fastest-growing application ever [1]. Beyond
chatbots, LLMs are progressively infiltrating our digital lives.
Key service providers integrate these powerful models into
co-pilot programs and search engines [2, 3, 4], transforming
how humans interact with the digital sphere.

LLMs are among the largest and most computationally-
intensive Deep Neural Networks (DNNs). The latest GPT4
model is estimated to have trillions of parameters and take
months to train [5, 6]. Historically, researchers seek to en-
hance the performance of distributed DNN training and in-
ference through optimizing parallelization strategies [7, 8, 9,
10], sophisticated scheduling [11, 12, 13], advanced com-
pression [14], and even the reconfiguration of the network
topology itself [15, 16, 17]. Despite these efforts, LLMs still
require significant raw computing power. The GPT3 model
from 2020 already requires 355 GPU-years on Nvidia’s V100

GPUs [18, 19]. As Moore’s law slows down, the growth
rate of LLM size and computation requirement exceeds the
advancement of accelerators, making hyper-scale GPU clus-
ters inevitable. Our conversations with lead machine learn-
ing architects in the industry indicate that the next-generation
LLMs likely require over 30,000 GPUs of computing power
to finish training within a reasonable time.

A GPU-centric cluster typically employs two types of con-
nection [20]. For the first one, a few GPUs (e.g., eight for
a DGX H100 server) reside within a high-bandwidth do-
main, called HB domain, through a short-range communi-
cation protocol like NVLink [21]. The second connection
forms a network capable of any-to-any GPU communica-
tion using RDMA-capable NICs, connected in a variant of
the Clos network. The cluster uses the RDMA protocol on
this network to benefit from bypassing CPU and OS entirely
through GPU-Direct [22, 23]. However, scaling up RDMA
networks to tens of thousands of GPUs is challenging. Previ-
ous work demonstrated that large-scale RDMA network are
prone to deadlocking and PFC storms [24, 25, 26, 27, 28],
degrading the performance. Furthermore, as the scale goes
up, Clos architectures become prohibitively costly [16]. Dat-
acenter providers often resort to over-subscription to tame
the cost of the cluster, worsening the deadlocking problems.

Prior work proposed several techniques to enable large-
scale RDMA networks and reduce their cost [29, 25, 30, 31].
These approaches fundamentally depend on the assumption
that the network is capable of any-to-any communication.
This assumption forms the bedrock upon which datacenters
have been conceptualized and developed for several decades.

In this paper, we challenge this assumption and show that
LLM training traffic does not require any-to-any connectiv-
ity across all GPUs in the network. We argue that with the
optimal parallelization strategy, an LLM training workload
requires high-bandwidth any-to-any connectivity only within
small subsets of GPUs, and each subset fits within an HB
domain. Across the HB domains, communication only hap-
pens for a few GPU pairs, and the traffic volume is insignif-
icant. As a result, the conventional any-to-any approach for
building datacenter interconnect adds unnecessary complex-
ity and cost for distributed LLM training.

We propose a network architecture that accurately reflects
LLM communication requirements. In this architecture, a
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Figure 1: CPU cluster with a Clos network [32, 33].

cluster is first partitioned into multiple HB domains, and
each interconnected with a full-bisection bandwidth any-to-
any interconnect. Across the HB domains, instead of form-
ing a Clos to support any-to-any communication, the net-
work only connects sets of GPUs with network traffic. We
demonstrate that our LLM-centric network architecture archives
the same performance as a full-bisection bandwidth any-to-
any Clos cluster while reducing the cost by 37% to 75%.

2 Motivation
In this section, we first introduce the architecture of a con-
ventional GPU-centric cluster. Then we perform a thorough
analysis of LLM traffic patterns to motivate a network archi-
tecture contrasting the conventional design.

2.1 State-of-the-Art GPU cluster Design
Conventional networked clusters are designed to serve CPU-
heavy workloads using a multi-layer Clos network, illus-
trated in Figure 1 [32, 33]. This architecture, known as a
Fat-Tree network, is deeply studied in the system and net-
working communities. In a typical Fat-Tree-based cluster,
each server is equipped with one NIC (40 Gbps to 400 Gbps),
and K servers are arranged into racks connecting to Top-of-
the-Rack (ToR) switches. The ToR switches are then con-
nected to the aggregation switches to provide connectivity
across racks, forming a pod. Finally, the pods are intercon-
nected with spine switches, allowing any-to-any communi-
cation across servers in a CPU cluster.

In contrast, the rise of network-heavy ML workloads led
to the dominance of GPU-centric clusters, where individual
GPUs have dedicated NICs [34]. Figure 2 illustrates the net-
work architecture of a typical GPU cluster. Each GPU has
two different communication interfaces: (i) An NVLink in-
terface to support high-bandwidth but short-range intercon-
nection and (ii) a conventional RDMA-enabled NIC. The
NVLinks connect K GPUs to provide terabits of non-blocking
any-to-any bandwidth in/out per GPU (7.68 Tbps for fourth-
gen NVLink, for instance). This group of GPUs with fast
interconnect forms a high-bandwidth domain (HB domain).
Traditionally, HB domains were restricted to a single server
(e.g., DGX servers with K = 8 or 16 GPUs). However,
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Figure 2: State-of-the-art GPU clusters are based on rail-
optimized, any-to-any networks [20].

recently, Nvidia announced the GH200 supercomputer inter-
connecting K = 256 Grace Hopper Superchips to form one
HB domain across multiple racks [35].

However, some LLMs take too long for a single HB do-
main to train, even with 256 GPUs. For instance, the PaLM-
540B model would take 117 days to finish on a GH200 su-
percomputer, assuming perfect GPU utilization. These mod-
els require parallelization across multiple HB domains.

To enable training an LLM across multiple HB domains,
GPU cluster operators use RDMA-capable NICs to inter-
connect multiple HB domains together. The conventional
network architecture to interconnect HB domains is called a
rail-optimized network [20]. In a rail-optimized architecture,
GPUs within an HB domain are labeled from 1 to K. A rail
is the set of GPUs with the same index (or rank) on different
HB domains, interconnected with a rail switch. For instance,
Figure 2 illustrates Rail 1 and Rail K in red and yellow color,
respectively. These rail switches are subsequently connected
to spine switches to form a full-bisection any-to-any Clos
network topology. This network ensures any pair of GPUs
in different HB domains can communicate at the network
line rate (400 Gbps Infiniband network for GH200). For in-
stance, traffic between GPU 1, Domain 1 and GPU 1,
Domain 2 traverses through Rail Switch 1 only, while traf-
fic between GPU 1, Domain 1 and GPU 2, Domain
2 goes through the respective rails and the spine switches.

2.2 Analyzing Network Traffic of LLMs
We now analyze the traffic pattern and iteration time of Ope-
nAI’s GPT3 [18], Meta’s OPT3-175B [36], and Google’s
PaLM-540B [37] distributed in a cluster composed of hun-
dreds of Nvidia GH200 supercomputers [35]. These LLMs
represent cutting-edge language models with publicly avail-
able parameters. Each GH200 supercomputer comprises a
two-tier NVSwitch architecture, facilitating 2 Pbps of full-
bisection bandwidth (7.68 Tbps per GPU) across 256 H100
GPUs. Additionally, each GPU has a Connect-X7 HCA In-
finiband network interface [35], which provides 400 Gbps
network bandwidth in/out of each GPU. In this setup, each
GH200 supercomputer forms an HB domain.

Our analysis uses the benchmarking parallelization strat-
egy from Nvidia [38, 39] to ensure optimal GPU utiliza-
tion. We use hybrid data parallelism (DP) and intra-operator
model parallelism (MP), but our conclusions remain similar
for pipeline parallelism. The DP synchronization utilizes a
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(a) Traffic type distribution for all pairs of GPUs

(b) Traffic size distribution for all pairs of GPUs

Figure 3: (a) The communication type across all GPU
pairs. (b) The magnitude of traffic for all GPU pairs with
non-zero communication.

hierarchical AllReduce algorithm to limit traffic across HB
domains. We employ the best parallelization strategy for
each LLM model and compute the resulting traffic pattern.
Note that for the PaLM model, the batch size varies through-
out the training.

Figure 3a illustrates the traffic type distribution of one train-
ing iteration across server pairs for a cluster of 128 GH200
supercomputers, and Figure 3b shows the percentage of vol-
ume for each type of traffic. There are two primary types
of communication: intra-operator model parallelism (MP)
traffic and AllReduce traffic generated by data parallelism.
The MP traffic happens within GPUs that participate in a
model parallel group, which always fits in an HB domain.
For data parallelism, the hierarchical AllReduce algorithm
further partitions the communication into two stages, where
the first stage synchronizes parameters across HB domains
while the second stage is within them. The algorithm ensures
the second stage carries more traffic to utilize the available
bandwidth better. While these types of traffic do not over-
lap between different pairs of GPUs, Figure 3a indicates that
over 99% of GPU pairs carry no traffic and less than 0.25%
of GPU pairs carry MP and second stage DP traffic between
them. Simultaneously, Figure 3b suggests these traffic types
account for over 90% of the total transmitted data. Recall
these two types of traffic stay within HB domains, suggest-
ing efficient usage of HB domain bandwidth and low demand
on the network fabric interconnecting HB domains. This pat-
tern is consistent across all models, indicating that building
a cluster with any-to-any connectivity on top of HB domains
for LLM models is excessive.

Within HB domains, the interconnect needs to support heavy
any-to-any communication for training a diverse set of LLMs.
To illustrate this, Figure 4 shows heatmaps of the traffic ma-
trices during a training iteration for GPT3 and OPT3-175B.

(c) GPT3 traffic matrix, GPU 1 to 1024

(four high-bandwidth domains)

(d) OPT3-175B traffic matrix, GPU 1 to 1024

(four high-bandwidth domains)

(a) GPT3 traffic matrix, GPU 1 to 256

(one high-bandwidth domain)

(b) OPT3-175B traffic matrix, GPU 1 to 256

(one high-bandwidth domain)
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Figure 4: Traffic heatmaps for GPT3 and OPT3-175B.

In this plot, every consecutive set of 256 GPUs resides within
the same HB domain. Figures 4a and 4b demonstrate the
communication pattern within an HB domain. Note that the
traffic volume is significant (up to 1 GB across server pairs),
and the pattern varies due to different parallelization strate-
gies across these models. The squares on the diagonal rep-
resent the MP traffic, while the rest of the off-diagonal lines
represent the second stage DP traffic. An any-to-any inter-
connect within an HB domain to provides the maximum flex-
ibility to accommodate different LLMs.

However, the high-bandwidth any-to-any connectivity re-
quired within HB domains is not needed across them. Fig-
ures 4c and 4d zoom out to the first four HB domains, where
the first stage DP traffic across HB domains occurs. Com-
pared to the traffic within an HB domain, the cross-HB traf-
fic is much smaller (≈1 MB per entry) and more sparse. This
is because cross-HB domain communication only occurs be-
tween GPUs with the same rank (i.e., GPUs on the same
rail). Furthermore, the pattern is homogeneous, as the cross-
HB domain communication pattern remains the same across
LLMs (the off-diagonal lines in Figures 4c and d).

These observations suggest that it is possible to remove
links that do not carry any network traffic without hurting
the training performance of LLMs. Our analysis shows that
33% of the links in an any-to-any 400 Gbps Clos network are
removable. Figure 5 illustrates the training iteration times
for this alternative network, labeled as Any-to-Any Trimmed
400 Gbps, compared to the state-of-the-art. Given that the
disconnected links do not support any traffic, these two topolo-
gies deliver identical performances.

To put this into perspective, we also consider an ideal per-
formance by assuming all GPUs in the cluster are intercon-
nected with NVSwitch, forming a monolithic 7.68 Tbps full-
bisection bandwidth any-to-any network, which represents a
19.2× increase in the full-bisection bandwidth compared to
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Figure 5: Computed iteration time.

the state-of-the-art. Such a network is impossible to build
in practice. The performance improvement, however, is not
proportional to the added bandwidth, ranging from 1.06× to
1.88× for all models, as shown in Figure 5. Such a result
provides compelling arguments for LLM cluster operators to
reassess the conventional any-to-any network design.

3 Our Proposed LLM Cluster
In this section, we propose a new network design specifi-
cally for LLM clusters. We parameterize our design with a
mathematical model and put forward a comprehensive set of
guidelines to determine parameters for such clusters.

3.1 Rail-only Network Design
We propose a network architecture that diverts from the any-
to-any paradigm across all GPUs. Figure 6 illustrates our
network architecture, which we name rail-only. Compared
to a conventional rail-optimized GPU cluster, shown in Fig-
ure 2, our network keeps the HB domains and provides con-
nectivity only across the same rail.

A straightforward way to realize our proposed architec-
ture is to remove the spine switches from Figure 2 and re-
purpose all the uplinks connecting rail switches to the spine
as down-links to GPUs. Hence, each rail is connected by a
dedicated but separate Clos network. In the rest of this paper,
we base our analysis on this realization of the rail-only net-
work, though other technologies are also suitable for other
rail interconnections (§5).

Our rail-only network architecture removes network con-
nectivity across GPUs with different ranks in different rails.
However, such communication is still possible by forwarding
the data through HB domains. For instance, a message from
GPU 1, Domain 1 to GPU 2, Domain 2 can be first
routed through the first HB domain to GPU 2, Domain
1 and then be transmitted to the final destination through
the network. Although our analysis shows that LLM traffic
does not require such forwarding, this connectivity might be
needed for control messages, measurement, or training other
DNN models in this cluster. We provide more discussions
on handling other DNN models in Section 5.

3.2 Rail-only Network Analysis
Table 1 describes the parameters used in our analysis. We
consider a network with N GPUs and an HB domain of size
K. The bandwidth for each HB domain is BF and the net-
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Figure 6: Our proposal: replace the any-to-any connec-
tivity with a rail-only connection.

Name Description
N Total number of GPUs in the cluster, N = NM · NDf · NDs

NM Number of GPUs participating in a model parallel group
NDf Number of GPUs participating in the first level data parallel group
NDs Number of GPUs participating in the second level data parallel group
K HB domain size, K = NM · NDs

dmodel LLM Embedding dimension
Mflop Amount of flops required for an iteration of training
Mcc Rounds of collective communication needed for MP. This number is

8 for GPT and OPT (one multi-head attention layer per transformer
block) and 12 for PaLM (two multi-head attention layers per trans-
former block)

l Number of transformer block layers
BF HB domain bandwidth
BS GPU Network bandwidth
C GPU Compute Speed (flops)
ST Size of a transformer block
b Batch size
Tc Compute time of a transformer block
TDf Communication time for first level DP
TDs Communication time for second level DP
TM Communication time for MP

Table 1: Variables used in our analysis.

work bandwidth is BS . We focus on the analysis of using
hybrid two-stage data and model parallelism as the paral-
lelization strategy and derive a mathematical model for the
training iteration time and optimal model parallel group size.

The aggregate time required for a single iteration is the
sum of computation and communication times, formulated
as Titer = Tc + TDf + TDs + TM . We model the com-
putational duration of the model as the ratio of the required
amount of floating point operations to the aggregate FLOPs
of the cluster. As for the collective communication dura-
tions, we calculate the bandwidth time only since the latency
term is constant for our choice of collective communication
algorithm and small relative to the bandwidth term. For all
three types of communication, we base our calculations on
bandwidth and latency optimal collective communication al-
gorithms implemented with all-to-all communication within
connected sets of GPUs. The total iteration time is:

Titer =
Mflop

NC
+ l(

2ST (NDf − 1)

NBS
+

1

BF
(
2ST (NDs

− 1)

K
+

Mccbdmodel(NM − 1)

N
)) (1)

Leveraging this formula, we can calculate the optimal NM :

N∗
M =

√
NST

2
√
bMccdmodel

(2)

Intriguingly, N∗
M is independent of K, BF , and BS , indicat-

ing no dependency on the size of the HB domain or the exact
bandwidth of any interconnect.
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Figure 7: Iteration time as HB domain size changes.

3.3 What Is the Ideal Size of an HB Domain?
The question that naturally follows the design process is,
what should be the ideal size of the HB domain? In Fig-
ure 7, we vary the HB domain size (K) and plot the training
iteration time for GPT3 and OPT3-175B for GPU clusters
of sizes 16384, 32768, and 65536 GPUs. For each cluster
size, we use the respective optimal N∗

M calculated from the
bandwidth and computational ability parameters of GH200.
We also compute the training iteration time of "Any-to-Any
7.68 Tbps" as the ideal-case performance. Recall that this
design point represents the idealized scenario where every
GPU is connected with a full-bisection NVLink fabric, or
equivalently the case where K = N , and is unattainable in
practice. The ideal case uses a non-hierarchical AllReduce
algorithm to harness the uniform high-bandwidth intercon-
nect, and its iteration time is:

T ideal
iter =

Mflop

NC
+

l

BFN
(2ST (

N

N∗
M

− 1)

+Mccbdmodel(N
∗
M − 1)) (3)

As depicted in Figure 7, the performance gain decreases as
the HB domain size goes up. A transition of HB domain size
from 32 to 64 accounts for a 12% and 37% reduction in train-
ing iteration times for GPT3 and OPT3-175B, respectively,
whereas an increment from 512 to 1024 merely realizes a
gain of 0.95% and 7.5%. This reduction in communication
time gain can be attributed to Amdahl’s law, as the computa-
tion time of the DNN remains constant across all instances.
We argue that the current GH200 supercomputer, with an
HB domain of size 256, is well-suited to the demands of
LLM training today, provided an appropriate batch size is
chosen. We defer the analysis of batch size in Section 3.4.
At the same time, prospective technological advancements
augmenting this size will further benefit the training perfor-
mance, reducing the training iteration time closer to that of
the ideal case without requiring any-to-any connectivity in
the network across HB domains.

3.4 Impact of Batch Size on Network Design
Equation 2 indicates that with an increase in batch size b, the
optimal model parallel group size shrinks. In this case, more
data parallel communications can fit within the HB domain
and thus benefit the overall performance. A comparative
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Figure 8: Iteration time and relative performance to the
ideal case, as batch size changes, for PaLM-540B.

analysis between Figure 7a and 7b reveals this benefit since
the GPT3 and OPT3-175B models have practically identical
model structures, and the discrepancies in training iteration
time solely come from the choice of batch size (32M tokens
for GPT3 versus 2M tokens for OPT3-175B).

To further understand the impact of batch size on training
time, we analyze the performance of a PaLM-540B model
on a 32768 GPU cluster while changing the HB domain size
from K = 256 to 1024. During training, the PaLM model
automatically changes its batch size from 512 to 2048 se-
quences (1M to 4M tokens). Figure 8a plots the change in
iteration time as the batch size varies. The iteration time ex-
hibits the same trajectory for all HB domain sizes; however,
due to Amdahl’s law, the relative performance (the ratio to
the iteration time for an HB domain size to that of the ideal
case) improves as the batch size increases. Figure 8b repre-
sents this trend. When K = 256, the relative performance
increases from 53% to 74% as the batch size goes up from
512 to 2048 sequences.

Prior studies have shown that LLM training benefits from
a larger batch size [40, 18], making it a perfect fit for our rail-
only design. Additionally, while the batch size parameter is
typically an ML-centric metric for optimization, our analysis
indicates that the impact of batch size on the comprehensive
training performance goes beyond the total number of itera-
tions required for convergence.

4 Network Cost Analysis
Our rail-only network architecture judiciously reduces the
network resources for LLM training by eliminating unused
network connections. This section compares the network
cost of our proposed approach with the state-of-the-art rail-
optimized GPU clusters. We calculate the number of switches
(#SW) and transceivers (#TR) required for each network de-
sign and derive the total network equipment cost based on
numbers reported in prior work [16]1. This section focuses
on using only electrical packet switches to construct the net-
work; however, using optical direct connect technology can
provide further cost reductions [41]. We defer the discussion
about direct-connect networks to Section 5.

We enumerate the number of switches and transceivers re-
quired to build both the state-of-the-art network architecture
1$374 per transceiver, $748 per switch port for 400 Gbps.
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# of
GPUs

(N)

Switch
Radix

SOTA
#SW

Rail-
only
#SW

SOTA
#TR

Rail-
only
#TR

Cost
Reduc-

tion

32768

32 7168 3072 262144 131072 54%
64 2560 1536 196608 131072 37%

128 1280 256 196608 65536 75%
256 384 128 131072 65536 60%

65536
64 5120 3072 393216 262144 37%

128 2560 1536 393216 262144 37%
256 1280 256 393216 131072 75%

Table 2: Number of switches for different clusters.

and our proposed architecture in Table 2, accounting for vari-
able cluster sizes and network switch radix. Note that for the
state-of-the-art architecture, to use the least amount of net-
work resources, each rail of GPUs is not physically separated
in some cases. Thus, the datacenter operator must manually
configure the switch to achieve the desired isolation across
rails to achieve the rail-optimized design.

The last column of Table 2 illustrates our design’s cost
savings over that of the state-of-the-art for the total cost of
switches and transceivers. Our rail-only design notably re-
duces the network cost by 37% to 75% compared to the state-
of-the-art design while achieving equivalent performance. This
reduction stems from eliminating core layer switches and de-
creasing the number of switch tiers within each rail. Surpris-
ingly, switches with a radix of 64 provide the worst-case cost
reduction in both cluster sizes. In this case, the state-of-the-
art design requires a three-tier Clos network, while the rail-
only design requires two tiers for each rail. Still, our design
only requires three-quarters of the total number of switches
while simultaneously achieving the same performance as the
state-of-the-art design.

5 Discussion
LLM trend. The current growth rate of LLM computational
requirement outpaces the advancements in AI accelerators
and network speed as Moore’s law slows down, necessitat-
ing hyper-scale clusters and more efficient interconnects [42,
43]. Our position to remove any-to-any network connectiv-
ity is the first step towards accommodating the network re-
quirement for LLM training and sustaining the LLM growth
trend. We also acknowledge ongoing efforts to reduce lan-
guage models’ size and resource requirements without com-
promising performance [44]. These works complement ours
as our design reduces network resources and maintains per-
formance even for smaller language models and clusters.

LLM Inference. This paper explores the training work-
load of LLMs, yet inference represents another significant
part of the LLM product cycle. Inference demands fewer
computational resources than training as it involves moving
fewer data through the LLM and only computes the forward
pass [45]. As such, each HB domain naturally becomes an
inference-serving domain, and the rail-only connections help
load-balance multiple inference domains. We leave a de-
tailed investigation of LLM inference to future work.

Direct-connect network topology. As mentioned in Sec-
tion 4, datacenter operators may leverage direct-connect net-

work topologies for interconnection across the rails [41, 16,
17]. To maximize the effectiveness of such designs, we pro-
pose increasing the number of network interfaces connect-
ing to each GPU through NIC interface splitting [16]. Ad-
ditionally, we suggest using reconfigurable optical switches
to provide greater flexibility for interconnections across HB
domains. Such a design also allows reconfiguring some con-
nections across rails for forthcoming workloads that behave
differently from LLMs. We believe that combining our pro-
posed design and optical reconfigurable network switches
opens a new line of research in AI-ML clusters.

Other ML workloads and limitations. Although our
proposed rail-only architecture focuses on network design
specifically for LLMs, our design is efficient for many other
DNN workloads when combined with other efforts. Recent
works attempt to make the parallelization strategy and col-
lective communication algorithms bandwidth-aware for any
DNN model [8, 46], which already produce traffic patterns
resembling that of LLMs. For parallelization strategies re-
quiring a small amount of traffic for GPUs across the rails,
the cluster can use the forwarding described in Section 3.
Our design’s primary challenge is the all-to-all communica-
tion across all GPUs, which commonly arises in recommen-
dation models with large embedding tables [47, 34]. The
forwarding scheme induces congestion and degrades the per-
formance of all-to-all traffic. We acknowledge that all-to-all
traffic is one of the most challenging traffic patterns that arise
in ML workloads. Some potential solutions include reintro-
ducing small any-to-any capacity through an over-subscribed
network, utilizing a fast-reconfigurable network fabric, and
decreasing the amount of all-to-all traffic initially generated
by tweaking the ML model itself.

Fault tolerance. At first glance, the rail-only design might
appear less fault tolerant than a standard Clos network. How-
ever, suppose a rail switch fails in either network. All the
GPUs connected to the failed switch will become unavail-
able, rendering the two topologies identical regarding fault
tolerance on rail switches. Conversely, our design requires
fewer switches, which naturally reduces the points of failure.
Datacenter operators can add redundant capacity by includ-
ing extra rail switches, and our design remains more cost-
effective compared to the state-of-the-art any-to-any network
design. Fault tolerance can also be increased with a direct-
connect network, as even if the control plane fails, an optical
switch is likely to remain functional.

6 Conclusion
This paper challenges the conventional any-to-any network
architecture for GPU clusters dedicated to training large lan-
guage models. We propose a new architecture, called rail-
only, that aligns with the distinct characteristics and demands
of LLMs, leading to up to 75% cost reductions while main-
taining identical performance to the current state-of-the-art
Clos networks.
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