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• fairness	goal:

• scalability	goal:	
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Analyzing	Delay	vs	ECN	for	
RDMA



DCQCN	(Microsoft)

ECN

TIMELY	(Google)

Delay

DCQCN	and	TIMELY:	Congestion	Control	for	
ROCEv2



We	don’t	 have	an	intuitive	 explanation









• Feedback	is	delayed	as	queue	builds	up



T0,	Q	=	2

T1,	Q	=	3

T2,	Q	=	4

Blue	packet	arrival	complete

Blue	packet	is	about	to	arrive

Blue	packet	ready	to	depart
…	and	is	marked,	reflecting	
state	of	queue	at	T2

Marking	 threshold	 =	4	packets



T0,	Q	=	2

T1,	Q	=	3

T2,	Q	=	4

Blue	packet	arrival	complete.
…	timer	starts

Blue	packet	is	about	to	arrive

Blue	packet	ready	to	depart
…	and	reflects	state	of	queue	
at	T0



• Delay	inherently	reports	
“stale”	information

• The	staleness	is	affected	
by	queue	length!

• Longer	queue	è more	stale	feedback

• This	can	lead	to	instability	



• Can	have	fixed	queue	or	fairness	– but	not	both!



Bottleneck	queue	is	a	function	of		number	of	flows.



*C.	V.	Hollot,	Vishal	Misra,	Don	Towsley and	Wei-Bo	Gong,	On	Designing	Improved	Controllers	for	AQM	Routers	Supporting	TCP	Flows,
Proceedings	of	IEEE	Infocom,	April,	2001.		
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• Can	have	fixed	queue	or	fairness	– but	not	both!

• ECN	marking	is	resistant	to	feedback	 jitter
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ECN
RoCEv2

+ Generally stable
+ Fair & converging
 - Affected by bufferbloat
 - Delay increases with 
    the number of flows
 - Sensitive to variable 
    feedback delay

+ Generally stable
 - Unfair
+ Addressed bufferbloat
+ Fixed delay regardless 
    of the number of flows
 - Sensitive to variable 
    feedback delay

(Patched) 
TIMELY

PI

PI

+ Generally stable
+ Fair & converging
+ Addressed bufferbloat
 - Delay increases with 
    the number of flows
+ Resilient to variable 
    feedback delayDCQCN

+ Generally stable
+ Fair & converging
+ Addressed bufferbloat
+ Fixed delay regardless 
    of the number of flows
+ Resilient to variable 
    feedback delay



Back	to	Delay	vs	ECN	for	TCP



RConnection 1 sending rate

R



RConnection 1 sending rate

R











PI + ECN BBR DCTCP

Gbps % Gbps % Gbps %

Triumph 1 10.00 100 4.09 40.9 10.00 100
Scorpion 10.00 100 4.09 40.9 10.00 100

Triumph 2 1.00 100 0.66 66.0 1.00 100

Switches
PI + ECN BBR DCTCP

Triumph 1 270095 marks 0 6480390 marks

Scorpion 0 marks 0 0 marks

Triumph 2 192474 marks 0 776279 marks















PI + ECN BBR
Mbps % Mbps %

L1 50.00 100 49.14 98.28
L2 100.00 100 99.35 99.35
L3 50.00 100 49.31 98.62
L4 150.00 100 148.24 98.83
L5 150.00 100 148.76 99.17
L6 50.00 100 49.31 98.62

NewReno + PI + ECN BBR

R1 8 marks 0

R2 57 marks 0

R3 42 marks 636 drops

R4 96 marks 1623 drops

R5 182 marks 0

R6 343 marks 3417 drops







ECN	AUR	Delay
Can	we	combine	the	two?
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Figure 11: Impact of multiple bottleneck links.

Figure 12: Response to sudden changes in respon-
sive traffic.

ments investigate the responsiveness of the different schemes
to sudden changes in traffic.

In this experiment, 25 PERT flows are started at time 0
seconds. Starting at 100 seconds, for the next 300 seconds 25
new flows are added at 100 second intervals, causing severe
contention for available bandwidth. Starting at 400 seconds,
25 flows leave the network at 100 second intervals creating
a sudden availability of bandwidth. We repeat the exper-
iment with SACK/Droptail, SACK/RED-ECN and Vegas.
Figure 12 shows the aggregate throughput of the set of flows
that start together. From the figure it is clear that the
PERT flows respond quickly to dynamic changes in network
bandwidth. Vegas exhibits previously observed unfairness
among competing flows. The results for SACK/Droptail
and SACK/RED-ECN are similar to that of PERT and are
available in [4].

We have conducted additional experiments, where dy-
namic changes in traffic were caused by non-responsive traf-
fic. The results are similar to those above. We have not
included the results here due to the lack of space. They are
available in [4].

5. MODELING AND STABILITY OF PERT

5.1 Model
Our modeling of PERT is composed of three parts: win-

dow adjustment, RED emulation, and queuing behavior. We
start with the window dynamics. Similar to [23], we consider
a single-link scenario and assume the forward propagation

delay from the source to the router is negligible and thus the
round-trip time R(t) measured by the end-user at time t is
composed of backward propagation delay Tp and queuing
delay Tq(t − R(t)), i.e.,

R(t) = Tp + Tq

`

t − R(t)
´

. (2)

Denoting by C the link’s capacity and by q(t) the queue
size at time t, queuing delay Tq(t) can be approximated by
q(t − R(t))/C. Note that delay R(t) in the last expression
is because the queuing delay perceived by the user at time t
is actually experienced by the router R(t) time units earlier.
To compare the stability of PERT to router-based RED with
standard TCP, we set window decrease factor β to 0.5 and
note that results for β = 0.35 can be similarly obtained
following the procedure below. Then, window dynamics of
a PERT end-flow is written as:

Ẇ (t) =
1

R(t)
−

W (t)W
`

t − R(t)
´

2R
`

t − R(t)
´ p(t), (3)

where, at time t, W (t) is the congestion window size, R(t) is
the RTT, and p(t) is the packet dropping probability. Note
that loss rate p(t) in the last equation is an instantaneous
value as opposed to its delayed counterpart p(t−R(t)) in the
TCP/RED model obtained in [23]. This is because a PERT
user makes its dropping decision at the end-host instead of
the router.

To formulate PERT’s emulation of the RED mechanism,
assume that the propagation delay Tp is known to the end-
flow (this can be approximated by the base RTT). Then,
upon each packet arrival, the user can estimate the queuing
delay by Tq(t) = R(t) − Tp and generate the packet drop
probability p(t) as following:

p(t) =
Tq(t) − Tmin

Tmax − Tmin
pmax, (4)

where Tmin and Tmax are the maximum and minimum thresh-
olds of queuing delays and pmax is a constant.

Another component of RED emulation is the estimation
of round-trip time R(t), which is updated per-packet using
a low-pass filter (LPF) with weight α, i.e.,

R(t) = αR(t − 1) + (1 − α)R̂(t), (5)

where R̂(t) is the instantaneous RTT measured at time t
and weight α = 0.99. Following the technique used in [23],
this LPF can be approximated by the following differential
equation:

Ṙ(t) =
ln α
δ

(R(t) − R̂(t)), (6)

where δ is the sampling interval.
We next model the queuing dynamics, which can be de-

scribed by the following differential equation of queue size:

q̇(t) =
W (t)
R(t)

N(t) − C,

where N(t) is the number of flows accessing the router at
time t and term W (t)N(t)/R(t) can be interpreted as the
combined incoming rate y(t). Since Tq(t) = q(t − R(t))/C,
we re-write the last equation in terms of queuing delay Tq(t):

Ṫq(t) =
W (t − R(t))N(t − R(t))

R(t − R(t))C
− 1. (7)
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Emulating	AQM	from	End	Hosts
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