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Abstract

As artificial intelligence becomes a critical component of everyday life, the popularity
of using cloud data centers for training deep neural networks is relentlessly growing.
This poses a significant challenge for data center operators where the network band-
width is shared among multiple ML jobs as well as between ML jobs and data center
flows. At high loads, the network experiences transient congestion events frequently
which in turn delays the parameter updates between ML workers. Consequently, the
training convergence suffers as some workers behind congested links straggle to update
the model parameters in time, hence delaying all workers. We propose Aikido as a
first step towards mitigating the impact of transient network-induced stragglers on
training workloads caused by the dynamic nature of the data center traffic. Aikido
exploits the inherent robustness of ML training on occasional loss of gradient updates
and implements a Skip-Straggler communication strategy where the updates from
straggling workers are simply skipped. In addition, Aikido introduces an Active-
Backup strategy as an improvement to the Skip method to maintain a high accuracy
convergence while using fewer resources than full worker replication. In our experi-
ment, we use Google Cloud Engine environment to train ResNet-50 on ImageNet at
various scales and demonstrate that Aikido is able to mitigate the effect of stragglers
and achieve the time-to-accuracy as if there are no stragglers.

Thesis Supervisor: Manya Ghobadi
Title: Assistant Professor
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Chapter 1

Introduction

State-of-the-art Machine Learning models increasingly require massive amounts of

resources to train [2, 39, 61]. For instance, GPT-2 [47], a large transformer-based

language model with 1.5 billion parameters, requires 1000 NVIDIA Tesla V100 GPUs

to train under one hour [43], which implies that it will likely take around 1000 hours

to converge on one NVIDIA Tesla V100 GPU. Simply put, training large models

on one GPU is too slow. Hence, there is an enormous need for efficient distributed

machine learning training frameworks [23, 18, 41, 25, 42, 53, 3, 35, 4].

The most common approach for distributed training is called data parallelism

in which a given neural network is replicated across 𝑁 workers with each worker

processing a small subset of the training data. At every iteration, the local model

updates need to be aggregated and distributed across all the workers to ensure model

convergence. This step is called AllReduce and is often implemented with a parameter-

server [31] or Ring-AllReduce [46]. In the parameter-server architecture, one or

more parameter-servers holds the current model and synchronizes it between a set

of worker-nodes for each iteration [5]. The problem with this approach is that the

network links between the parameter-server and the workers become a bottleneck.

As a result, the workers cannot utilize their full compute power, while the bandwidth

to the parameter-server becomes a bottleneck, slowing down training. To mitigate

this problem, Uber recently open-sourced a first-of-its-kind data parallel machine

learning framework, called Horovod, which uses Ring-AllReduce to allow users to
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distribute their existing machine learning training with minimal code changes at the

TensorFlow/Python abstraction layer [52].

Although Ring-AllReduce frameworks improve the training time compared to

parameter-server frameworks, they are more sensitive to the problem of stragglers.

Stragglers are worker nodes that lag behind their peers and add delay to the train-

ing [19, 56, 24]. This is because the ring-based communication scheme creates an

inter-dependency across workers, hence, the training will proceed at the speed of

the slowest worker(s). Stragglers can happen due to several reasons, such as het-

erogeneous hardware and congested links. Current training frameworks, mitigate

hardware-based stragglers by ensuring the training job is launched across workers with

the same compute capabilities. However, network-based stragglers, such as workers

behind transiently congested links, are much harder to detect and react to given their

unpredictable nature. This thesis proposes a solution to mitigate congestion-induced

stragglers.

Today’s approaches to mitigate network-induced stragglers includes asynchronous

distributed training [35]. However asynchronous training frameworks often do not pro-

vide the same performance and convergence guarantees as synchronous training [62].

As a result, synchronous Stochastic Gradient Descent (SGD) remains the algorithm of

choice for training large-scale models [61]. Recent work proposed using backup work-

ers to mitigate the impact of stragglers under the parameter-server communication

pattern [9]. However, as the ML field moves away from parameter-server aggregation

mechanism to ring-AllReduce based approaches, there is a need for new mechanisms

to provide network-induced straggler protection. This is the opportunity we notice,

and therefore we propose Aikido as a first step towards straggler protection in large-

scale distributed machine learning under allreduce parameter aggregation.

With Aikido, we provide a flexible primary-backup architecture under All-Reduce

communication pattern to curb the impact of stragglers on training. Building on top

of ring-All-Reduce communication pattern, Aikido introduces a Ring-Reshape Mod-

ule as well as a Straggler Simulator into the shared context of the 𝑁 distributed ML

workers. The Straggler Simulator allows us to inject arbitrary amounts of straggler
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behavior into any number of workers in each sync-SGD iteration. The Ring- Reshape

Module seamlessly switches the straggler worker out of the aggregation ring for the

duration of straggling behavior that is determined by the simulator. We call this

approach a Skip Strategy. Additionally, we explore an Active-Backup strategy where

a set of dedicated backup workers are mapped to cover for the straggler workers for

a given iteration. These active backup workers can be tuned to work with fewer

resources such as quantized model or smaller batch sizes.

We demonstrate the effect of stragglers on training throughput by creating cross

traffic TCP flows while training a neural network on real hardware and measuring the

impact of network congestion on the workload. Next, we demonstrate the efficacy of

Aikido in curbing stragglers using upto 16 NVIDIA Tesla V100 workers training a

ResNet-50 [20] model with ImageNet dataset [14]. Our results show that, in the face

of simulated stragglers, Aikido is able to bypass them and achieves the same time-

to-convergence as if the stragglers where not present. More specifically, we simulate

a 20% straggler rate as follows by adding 75ms of delay to one of the workers on top

of the 180ms iteration time for every alternate iteration. On average, this amounts

to
1
2
*75*100
180

= 20% delay to every iteration. As a result, the training job is delayed

by approximately 20% in terms of the iteration times, throughput, and time to reach

threshold validation accuracy. We show that Aikido is able to mitigate the impact

of simulated stragglers on par with the ideal run with no simulated stragglers.

The rest of this thesis is organized as follows. First, we cover existing literature

and introduce important prior concepts in Chapter 2. Next, we describe our system

in depth in Chapter 3. Then, we present and summarize our experimental results in

Chapter 4. Finally, we conclude with Chapter 5 by providing a concise summary of

our work as well as the direction for future work.
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Chapter 2

Background and Related Work

2.1 Distributed Computation

A distributed system is a system in which separate computers are connected on a net-

work. Each component does its share of computation individually and then commu-

nicates the results via message-passing. The components are marked by concurrency,

lack of a global clock, and independent failures of components [57]. Unlike parallel

computing where all processors may have access to shared memory, distributed com-

puting has components with its own private memory. Information is transmitted via

message-passing mechanisms [29]. In recent years, machine learning community has

come to embrace distributed computing [17]. The early work in this direction was

launched by Zinkevich with his first implementation of a parallel stochastic gradi-

ent descent [66]. Since then, much more investigation has been conducted towards

efficiently distributing ML [51, 30, 49].

2.2 Distributed Computation in Machine Learning

2.2.1 Stochastic Gradient Descent

Consider a supervised learning setup as such - given each example 𝑧 that lives in

R𝑑 with its associated label 𝑦, we choose a family of functions 𝐹, 𝑓𝑤(𝑥) that is
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parametrized by 𝑤. Our goal is to minimize the empirical loss function 𝑙(𝑓𝑤(𝑥), 𝑦)

averaged on the examples. A simple iterative process is proposed to find such a

predictive function 𝑓 .

𝑤𝑡+1 = 𝑤𝑡 − 𝜂
1

𝑛

𝑛∑︁
𝑖=1

𝑙(𝑓(𝑥𝑖, 𝑦𝑖)

Each iteration updates the weights 𝑤 towards the minima and 𝜂 is appropriately

chosen as the learning rate.

Often, the number of examples 𝑧 in each iteration is too large and the above

method is not computationally feasible. This is where Stochastic Gradient Descent

is useful [50, 8]. As a simplification of equation 1, we consider the gradient update

from a stochastically chosen sample 𝑧𝑖

Algorithm 1: Stochastic Gradient Descent
Initialize random weight matrix 𝑊 and learning rate 𝜂 ;
while not at an appropriate minima do

Randomly shuffle examples in the training set;
for i=1,..n do

𝑤𝑖 ← 𝑤𝑖 − 𝜂𝜕𝑤𝑄(𝑤𝑖);
end

end

2.2.2 Parallelizing Synchronous-SGD

To better leverage the power of distributed systems, Sync-SGD is proposed with the

following modification [66].

𝑤𝑖,𝑡 ← 𝑤𝑖,𝑡−1 − 𝜂𝜕𝑤𝑐
𝑖(𝑤𝑖,𝑡−1)

Where each worker 𝑊𝑖 applies the above equation individually, and then ag-

gregates the resulting gradients, followed by averaging and applying those gradi-

ents.Aggregate from all workers 1
𝑘

∑︀𝑘
𝑖=1 𝑤𝑖,𝑡 and return 𝑣

This process translates to the following protocol below.
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1. Distribute multiple copies of the training script and data where each of the 𝑘

worker -

(a) Independently sample data 𝐷𝑖

(b) Forward and back-propagate the samples 𝐷𝑖 through their model Θ𝑖

(c) Computes gradient updates 𝐺𝑖

2. Average gradient updates 𝐺𝑖 as
∑︀𝑘

𝑖=1 𝐺𝑖

3. Apply the updates to model as 𝑀𝑖 ← Θ𝑖 +
∑︀𝑘

𝑖=1 𝐺𝑖

Further, researchers have been investigating the convergence behavior, perfor-

mance, as well as stability of parallel-SGD methods [34, 64, 33].

2.2.3 Aggregation using Parameter-Servers

One could imagine several architectural designs that would allow for the achieve Sync-

SGD as described above. The simplest such choice is of a single Parameter-Server [31,

12, 22].

Figure 2-1: Single Parameter-Server Sync-SGD

While the single parameter-server approach works, it is not ideal from commu-

nications standpoint. A single aggregation point quickly becomes a network bottle-

neck as the user scales the number of workers. To alleviate this bottleneck, multiple
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parameter-servers can be used. This parameter-server design is primarily used as the

Tensorflow’s out of the box distribution methods.

Figure 2-2: Multiple Parameter-Server Sync-SGD

2.3 Distributed Machine Learning Framework

2.3.1 TASO: Optimizing Deep Learning Computation with

Automatic Generation of Graph Substitutions

Modern Machine Learning frameworks commonly utilize an abstraction known as a

computation graph [36]. A computation graph is a representation of a computation

where a node knows how to compute its value and its derivative w.r.t. each edge

and the edges correspond to a function argument. Computation graphs are directed

and often acyclic. In frameworks like Tensorflow, a computation graph is built first

and then executed only when necessary. This approach, known as lazy evaluation,

serves to reduce computation load and increase efficiency. Additionally, it allows for

optimization of the computation graph itself. Consider two computation graphs as

𝐴 × (𝐵 × 𝐶) vs (𝐴 × 𝐵) × 𝐶, where the operator matrix multiplication is com-

mutative. The results of the two computation graphs are equivalent, however, the

runtime may differ. In practice, complex computation graphs can often be simplified

to save runtime. Frameworks like Tensorflow apply graph substitutions to achieve

this optimization.
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TASO automates the optimization of computation graphs traditionally done man-

ually by experts [26]. This approach is more scalable in the face of growing number

DNN operators [7]. TASO achieves this by a cost-based backtracking search and then

applying the optimization to the computation graph.

2.3.2 FlexFlow

Going beyond the standard data and model parallel approaches, FlexFlow introduces

a richer parallelization space called SOAP - Sample, Operation, Attribute, and Pa-

rameter [37]. Sample and parameter dimensions refer to how training samples and

model parameters are distributed. The attribute dimension is for different attributes

within a sample. And operation dimension refers to how different operations are par-

allelized. FlexFlow introduces a deep learning framework that searches this SOAP

space to produce optimal parallelization strategies. Given the larger search space,

FlexFlow utilizes a more efficient evaluation method to quickly find an optimized

strategy. They also contribute towards faster simulations of DNN model and show

that the simulation can be run up to three times faster than the actual computation.

The results show that FlexFlow can speed up throughput by up to 3.8x over other

manual parallelization techniques.

2.3.3 PipeDream

Current parallelization techniques in deep learning employ intra-batch paralleliza-

tion, in which a single iteration is split across workers and the gradients are then

averaged [10, 13]. PipeDream introduces inter-batch parallelism to further improve

throughput and reduce communication overhead [44]. Contrary to the traditional

model parallel systems, PipeDream pipelines minibatch processing where different

workers are computing different parts of the input at any instant of time. This en-

sures high utilization of GPUs and low communication overhead. They achieve up

to 5x speed-up in time to target accuracy for experiments with five different DNNs.
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However, their system does not speed up RNNs [40] as much due to the inherent

challenges with recurrent neural networks.

2.3.4 Horovod: Fast and Easy Distributed Deep Learning in

Tensorflow

Horovod is Uber’s open-source distributed machine learning framework and is the

most widely used and well-maintained framework in this field [52]. Horovod imple-

ments AllReduce using Open-MPI (message-passing interface) allowing for fast and

easy distributed training of ML models.

Message Passing Interface

Message Passing Interface (MPI) is a standard communication interface for dis-

tributed programs [16]. MPI’s abstractions consist of a communicator, which is de-

fined as the group of processes each assigned a unique rank. Processes refer to each

other using their ranks. MPI defines communication of one-to-one, one-to-many, and

many-to-many paradigms. This fits naturally into the distributed workers’ operations

since two workers may need to communicate directly with each other, or one process

may need to send/receive information from multiple processes, and, finally, multiple

processes may communicate with several processes at once [57].

MPI Send Directive

MPI_Send(

void ∗ data ,

i n t count ,

MPI_Datatype dtype ,

i n t de s t ina t i on ,

i n t tag ,

MPI_Comm communicator )
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MPI Send Directive

MPI_Recv(

void ∗ data ,

i n t count ,

MPI_Datatype dtype ,

i n t source ,

i n t tag ,

MPI_Comm communicator ,

MPI_Status∗ s t a tu s )

AllReduce

Reduce MPI defines many operators as parts of its collective operations library.

One of the most important ones is Reduce. Reduce is a concept derived from func-

tional programming [58, 45]. Formally, we define 𝐷 a Collection of objects 𝑑𝑖 and

a associative reduction operator 𝐹 such that it can reduce 𝐷 to a singular value 𝑥.

For example, consider the binary function max(a,b) and input [1,-10,13,2,20].

Reduce operator applied to this input given the function would yield 20.

MPI Reduce Directive

MPI_Reduce(

void ∗ send_data ,

void ∗ recv_data ,

i n t count ,

MPI_Datatype datatype ,

MPI_Op op ,

i n t root ,

MPI_Comm communicator )

Often, we would like to access reduced results across multiple parallel processes
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rather than just the root process. This directive is defined as the AllReduce [6].

Here, processes reduce results across workers and then broadcast across all workers.

Thus, an AllReduce is a Reduce operator followed by a Broadcast operator. See

Figure 2-3.

Figure 2-3: MPI AllReduce example with MPI_SUM

MPI AllReduce Directive

MPI_Allreduce (

void ∗ send_data ,

void ∗ recv_data ,

i n t count ,

MPI_Datatype datatype ,

MPI_Op op ,

MPI_Comm communicator )

Ring-AllReduce In the early versions of All-Reduce algorithms, a centralized

parameter-server was required. This server is responsible for coordinating the mes-

sages between workers. Researchers quickly realized the inherent limitations of this

approach - it does not scale. Tensorflow has parameter-server based distribution

strategy built-in but it suffers the same drawbacks of lacking scalability [1].

Ring-AllReduce does away with needing a centralized parameter-server. As the

name suggests, in this algorithm workers are connected in a ring topology. Each of
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the 𝑁 workers exchanges information with its two neighbors. One can show that after

2 * (𝑁 − 1) messages, all workers become synchronized with the same values. This

algorithm is bandwidth-optimal according to Baidu’s paper [46]. Figure 2-4 shown

an example of workers exchanging updates using Ring-AllReduce.

Figure 2-4: Decentralized Ring AllReduce Sync-SGD

Horovod As a system, Horovod combines all the ideas discussed in this section

so far. Therefore, Horovod’s contributions include -

• Standalone Python package that works with Tensorflow Keras backend.

• Leveraging NCCL All-Reduce algorithm as an optimized GPU implementation

of Baidu’s Ring-AllReduce.

• APIs to enforce consistent initialization of models across workers.

Usage Horovod provides high-level APIs that ensure that the user is able to

correctly and efficiently distribute their machine learning training.
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Listing 2.1: Horovod usage example
import t en so r f l ow as t f
import horovod . t en so r f l ow . keras as hvd

# I n i t i a l i z e Horovod
hvd . i n i t ( )

# Pin GPU to be used to proces s l o c a l rank ( one GPU per proces s )
gpus = t f . c on f i g . exper imenta l . l i s t_phys i c a l_dev i c e s ( ’GPU’ )
for gpu in gpus :

t f . c on f i g . exper imenta l . set_memory_growth ( gpu , True )
i f gpus :

t f . c on f i g . exper imenta l . s e t_v i s i b l e_dev i c e s ( gpus [ hvd . loca l_rank ( ) ] , ’GPU’ )

# Bui ld model and da t a s e t
datase t = . . .
model = . . .
opt = t f . op t im i z e r s .Adam(0 .001 ∗ hvd . s i z e ( ) )

# Horovod : add Horovod Di s t r i bu t edOp t imi z e r .
opt = hvd . Dis t r ibutedOpt imizer ( opt )

mnist_model . compile ( l o s s=t f . l o s s e s . Spar seCategor i ca lCros sent ropy ( ) ,
opt imize r=opt ,
met r i c s =[ ’ accuracy ’ ] ,
experimental_run_tf_function=False )

c a l l b a ck s = [
# Horovod : broadcas t i n i t i a l v a r i a b l e s t a t e s from rank 0 to a l l o ther p roce s s e s .
# This i s necessary to ensure c on s i s t e n t i n i t i a l i z a t i o n o f a l l workers when
# t r a i n i n g i s s t a r t e d wi th random we igh t s or r e s t o r ed from a checkpo in t .
hvd . c a l l b a c k s . BroadcastGloba lVar iab le sCa l lback (0 ) ,

]

model . f i t ( dataset ,
steps_per_epoch=500 // hvd . s i z e ( ) ,
c a l l b a c k s=ca l l back s ,
epochs=24,
verbose=1 i f hvd . rank ( ) == 0 else 0)
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2.3.5 KungFu

Horovod, being the first reliable distributed ML framework, has gained popularity in

the industry. However, Horovod has its own limitations [52]. First, Horovod’s distri-

bution strategy is static. This means the user can’t change the workers dynamically

to adapt to their amount of workload and compute capacity. KungFu aims to provide

an adaptive distributed framework [38] by allowing the training to dynamically adjust

the number of workers participating in a training job. Also it rewrites the commu-

nications layer instead of using MPI and thus allowing for faster syncing across the

workers. KungFu introduces parallel AllReduce operations. This is made possible

by associating a unique hash-key corresponding to each tensor and then buffering

the data in its queue before reducing. That said, KungFu still has a lot of room for

improvement. In section 4.5 we describe our lessons learned working with KungFu.

While we relied on KungFu to implement our ideas in this thesis, our recommenda-

tion to the reader is to use Horovod instead of KungFu since we encountered several

unexplained challenges and bugs in KungFu.

KungFu focuses on adaptive scaling of resources while training large machine

learning models. It provides basic distribution API similar to that of Horovod, but

it also adds new methods such as - resize_cluster and monitor.
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Listing 2.2: KungFu base API usage example

import t en so r f l ow as t f
from kungfu . t en so r f l ow . op t im i z e r s import SynchronousSGDOptimizer
from kungfu . t en so r f l ow . i n i t i a l i z e r import BroadcastGlobalVariablesOp

# Bui ld model . . .
l o s s = . . .
opt = t f . t r a i n . AdamOptimizer ( 0 . 0 1 )

# KungFu Step 1 : Wrap t f . op t imi ze r in KungFu op t im i z e r s

opt = SynchronousSGDOptimizer ( opt )

# Make t r a i n i n g opera t ion
t ra in_step = opt . minimize ( l o s s )

# Train your model
with t f . S e s s i on ( ) as s e s s :

s e s s . run ( t f . g l o b a l_v a r i a b l e s_ i n i t i a l i z e r ( ) )

# KungFu Step 2 : ensure d i s t r i b u t e d workers s t a r t wi th c on s i s t e n t s t a t e s
s e s s . run ( BroadcastGlobalVariablesOp ( ) )

for s tep in range ( 1 0 ) :
s e s s . run ( tra in_step )

KungFu’s Design Primitives

This section contains important background of a select few design primitives from

KungFu that are used in Aikido.

• Reduce graph: A graph 𝒢(𝑉,𝐸), where 𝑣 ∈ 𝑉 represents a worker and 𝑒 ∈ 𝐸

is an edge (𝑣1, 𝑣2) representing direction of a Reduce primitive from 𝑣1 to 𝑣2

• Broadcast graph: A graph 𝒢(𝑉,𝐸), where 𝑣 ∈ 𝑉 represents a worker and

𝑒 ∈ 𝐸 is an edge (𝑣1, 𝑣2) representing direction of a Broadcast primitive from

𝑣1 to 𝑣2

• Strategy: A Strategy is defined as a pair of Reduce graph and Broadcast

graph. Formally a Strategy 𝑆 = {𝒢ℛ(𝑉,𝐸), 𝒢ℬ(𝑉,𝐸)}
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Figure 2-5: Ring Strategy: Reduce graph

Let us consider how these strategies are executed. First, we look at the often used

ring strategy, which is based on the popular Ring-AllReduce algorithm. Figure 2-5

and 2-6 respectively illustrate the Reduce graph and Broadcast graph topologies.

Reduce Graph

1. Each of the four workers 𝑊𝑖 where 𝑖 ∈ {1, 2, 3, 4}, begin in their initial state
holding data 𝐷𝑖 in memory.

2. 𝑊1 sends 𝐷1 to 𝑊2 which sums it to 𝐷2

3. 𝑊2 sends 𝐷1 + 𝐷2 to 𝑊3 which sums it to 𝐷3

4. 𝑊3 sends 𝐷1 + 𝐷2 + 𝐷3 to 𝑊4 which sums it to 𝐷4

Broadcast Graph

1. The worker 𝑊4 begins in its initial state holding data
∑︀4

𝑛=1𝐷𝑖 in memory.

2. 𝑊4 sends
∑︀4

𝑛=1 𝐷𝑖 to 𝑊1 which replaces the existing buffer.

3. 𝑊1 sends
∑︀4

𝑛=1 𝐷𝑖 to 𝑊2 which replaces the existing buffer.

4. 𝑊2 sends
∑︀4

𝑛=1 𝐷𝑖 to 𝑊3 which replaces the existing buffer.

Next, we consider the Star strategy, based on the topology of a star graph struc-

ture. Figure 2-7 illustrates the initial state and the following Reduce graph and

Broadcast graph for a 4 worker Star Strategy.
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Figure 2-6: Ring Strategy: Broadcast Graph

Figure 2-7: Star Strategy: left to right Topology with state of workers, Reduce graph
ops, Broadcast graph ops

1. Each of the four workers 𝑊𝑖 where 𝑖 ∈ {1, 2, 3, 4}, begin in their initial state
holding data 𝐷𝑖 in memory.

2. Reduce Step: The workers 𝑊2, 𝑊3, 𝑊4 all send their data to 𝑊1, which sums
it up.

3. Broadcast Step: The worker 𝑊1 stores
∑︀4

𝑛=1 𝐷𝑖 in memory, which it sends to
workers 𝑊2, 𝑊3, 𝑊4, each of which replace their existing buffer with

∑︀4
𝑛=1𝐷𝑖
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2.4 Approaches to Straggler Protection

Current approaches to straggler protection largely fall into two camps. One idea is

to use the synchronous training combined with replication and intelligent restarting

of computation [48, 63]. Next, we have asynchronous training as a means to avoid

the straggler problem altogether [35, 62, 3]. While the recent progress in async is

exciting, synchronous algorithms are often preferred due to better performance and

convergence guarantees.

2.4.1 Gradient Coding

Gradient coding turns to the area of coding theory to provide better strategies for

replicating data blocks that are tolerant to failures and stragglers [48]. To understand

their basic idea, consider three workers labeled as 𝑊1,𝑊2,𝑊3 each computing gradi-

ents in for the synchronized SGD algorithm. Without modification, the workers would

compute gradients 𝐺1, 𝐺2, 𝐺3. If one of the workers 𝑊𝑖 is a straggler and loses 𝐺𝑖, the

aggregation step can not be completed. However, now consider a slightly modified

gradient sharing scheme as follows. The workers 𝑊1,𝑊2,𝑊3 now respectively com-

pute gradients as 𝐺1/2+ 𝑡𝐺2, 𝐺2−𝐺3, 𝐺1/2+𝐺3. Now, the vector 𝐺1 +𝐺2 +𝐺3 is in

the span of any of the two vectors out of three. The major contribution from this pa-

per is that this gradient coding approach does not require feedback and coordination,

and that we can configure each worker to independently send linear combinations of

gradients such that the aggregated sum can be obtained from the combinations [48].

This work shows the promise of mining the rich field of coding and information theory

for developing better systems.
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2.4.2 Google’s Sync-SGD Primary-Backup System

Google’s Revisiting Distributed Synchronous SGD, hereafter referred to as GRD-

SGD, presents the case for the need to mitigate stragglers in distributed ML train-

ing [9]. First, they demonstrate the straggler effect in aggregating increasing number

of gradients from distributed workers. Their results closely follow our proposed model

for stragglers in section 3.1.1 and chart a poisson CDF. Next, GRD-SGD proposes a

straggler-mitigating system design based on the parameter-server paradigm. In their

method, the parameter-server 𝑃𝑖 chooses to drop the last 𝑏 number of updates from

their corresponding delayed workers. Following this approach, GRD-SGD is able to

reach both faster and better convergence [9].

There are many aspects of GRD-SGD that could be improved in future work, but

their fundamental bottleneck comes from having to rely on centralized parameter-

server architecture [9]. While parameter-servers make it easier to perform centralized

logic such as that of dropping the tail-end of gradient updates during aggregation,

this also inherently limits the scalability of such a system.

2.4.3 Async Decentralized Parallel Stochastic Gradient De-

scent

Most of the techniques commonly used in distributed machine learning are either 1)

synchronous 2) centralized asynchronous. Synchronous algorithms suffer from the is-

sue of stragglers and therefore don’t perform well in heterogeneous or communication-

bottlenecked environment. Asynchronous algorithms aim to solve this problem by

making SGD async. However, often this achieved by using a centralized parameter-

server [31]. This leads to scaling issues as parameter-server can get overwhelmed in

the face of larger number of workers. AD-PSGD provides a parallel and decentralized

algorithm for Stochastic Gradient Descent along with convergence bound of 𝒪( 1√
𝐾

)
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achieving linear speedup w.r.t. number of workers [35].

An interesting aspect of AD-PSGD is their design to avoid deadlocks that uses

bipartite graph topology. This ensures that the graph is partitioned into active set(A)

and passive set(B), where the edges only go from one set to the other [35].

2.4.4 Trend-Smooth

Asynchronous SGD algorithms are an active area of research. Currently, the major

issue with such algorithms is that they 1) converge slowly due to stale information

and 2) often don’t converge on global minima [21, 65]. Trend-smooth paper aims to

accelerate asynchronous SGD by smoothing parameters, i.e, shrinking the learning

rate in some dimensions where the gradient directions are opposite of the parameter

trend [12]. Trend-Smooth is empirically shown to asynchronously converge to state

of the art accuracies in MNSIT and CIFAR-10 datasets [11].
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Chapter 3

Aikido: A First Step Towards

Straggler-Mitigating Distributed

Machine Learning Framework

As Machine Learning (ML) becomes ubiquitous and training models increasingly

harder, there is a greater need of an easy-to-use, flexible, straggler-resistant dis-

tributed ML framework. We propose our framework, Aikido. Aikido’s goal is to

curb the effects of stragglers in large-scale training jobs with Ring-AllReduce commu-

nication pattern. In synchronous distributed computation, stragglers are workers that

lag behind the rest of the workers. This section describes our proposed framework to

help mitigate the effects of stragglers for distributed machine learning.

Straggler nodes cause delays in synchronous computation. This happens when

the results from all workers need to be aggregated before proceeding to next state

in the computation. The problem of stragglers is more pronounced in the case of

distributed machine learning due to iterative nature of Stochastic Gradient Descent

like algorithms. Thus, even a few stragglers every iteration can significantly slow

down performance as measured via throughput and time to accuracy.
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Stragglers have always posed a challenge in the field of distributed computa-

tion [28, 59, 15, 19]. They waste precious computation cycles that need to be re-

covered either by replicating machines or restarting the computation. In ML, the

problem is further exacerbated due to the iterative and synchronous nature of the

underlying training algorithms.

State of the art methods for straggler mitigation in distributed computation rely

on replication which can be a costly measure as it requires additional resources [59].

Prior work proposed straggler mitigation via a primary-backup architecture [9]. We

refer to this approach as GRD-SGD. However, this architecture relies on the central-

ized parameter-servers and hence suffers from the same scaling limitations that are

imposed by parameter-servers [5]. Despite frameworks like Horovod gaining recent

popularity, no current frameworks provide out-of-the-box straggler mitigation mech-

anisms for ML. Table 3 below summarizes the state-of-the-art training frameworks

and compares them with Aikido.

Approach Aggregation Open-Source Straggler Mitigation

GRD-SGD [9] Parameter-Server No Yes

Horovod [52] Ring-AllReduce Yes No

Aikido Ring-AllReduce Yes* Yes

Table 3.1: State of current distributed ML frameworks and where Aikido fits. * Our

code is available online at https://github.com/ayushs7752/AIKIDO

36

https://github.com/ayushs7752/AIKIDO


In proposing Aikido, we hope to fill the existing gap in curbing the effects of

stragglers in large-scale distributed ML. We build on two primary insights. First,

modern neural networks and training methods are fairly robust against occasional

loss of data. Second, parameter aggregation can be performed in a decentralized

fashion; that is without needing parameter-servers due to existence of algorithms like

Ring-AllReduce. We combine these two ideas and put forward Aikido where we

design a primary-backup architecture that curbs stragglers by selectively removing

them from the AllReduce topology while retaining the fully-decentralized nature of

underlying Ring-AllReduce algorithm.

Our work in developing Aikido makes the following contributions

• A Ring-AllReduce based primary-backup architecture including a skip and ac-

tive backup strategies to mitigate stragglers.

• A Ring-Reshape Module that helps in curbing stragglers at the aggregation level

of training iterations.

• An easy-to-use straggler simulation framework for quantifying and experiment-

ing with stragglers in real-world training.

3.1 Straggler Mitigation within a Ring-AllReduce Ag-

gregation Paradigm

Aikido is built on top of KungFu [38] which provides us with distributed computation

primitives such as Reduce, Broadcast, and Sync-SGD as described in Chapter 2.

Aikido resides in the shared context that is common across the 𝑁 workers con-

nected in a directed graph topology. Underneath Aikido, we reuse KungFu’s com-

munications layer for message-passing. Aikido initializes the workers in a canonical

ring topology and changes that topology according to a pre-determined configuration
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file that mocks the straggler behaviour. In real world, this configuration file should

be replaced by a straggler detection daemon that runs as a background process inside

each of the 𝑊𝑖 workers Aikido’s context. The daemon should periodically monitor

two key metrics: the current iteration time 𝑡𝑖 and the current waiting time 𝑤𝑎𝑖𝑡𝑖 for

a given gradient update from the worker 𝑊𝑖−1. While this thesis does not implement

the straggler detection daemon, we propose two potential methods to implement it:

• Keep the running average of waiting times
∑︀𝑇

𝑖=𝑤𝑎𝑖𝑡𝑖. Flag the previous worker

as a straggler if 𝑤𝑎𝑖𝑡𝑖∑︀𝑇
𝑖= 𝑤𝑎𝑖𝑡𝑖

> 𝑤𝑎𝑖𝑡_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. Here, 𝑤𝑎𝑖𝑡_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is an ad-

justable parameter that the user can specify for their use-case.

• Keep the running average of waiting times
∑︀𝑇

𝑖=𝑤𝑎𝑖𝑡𝑖 as well as iteration times∑︀𝑇
𝑖= 𝑡𝑖. Flag the previous worker as straggler if 𝑡𝑖∑︀𝑇

𝑖= 𝑡𝑖
> 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑.

Here, 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is a parameter that would differ in each application

and therefore would be chosen by the user per their constraints.

We note that for this thesis, we did not realize any of these methods and simply

mock out the straggler daemon component with a configuration file. The configura-

tion file includes a worker ID, iteration number, and the amount of straggling time.

Aikido reads this configuration file and hard-codes the delays accordingly by adding

a sleep before the reduce operation. Mocking straggler behavior lets us better control

our experiments and we leave implementing the straggler detection daemon to future

work.

Straggler Simulator in Aikido

Our straggler simulator component in Aikido consists of the following parts.

• Straggler Model: Formalizing the concept of stragglers for our project as well

as theoretical justification for our simulated straggler model.
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• DelayConfig: Pipeline for generating straggler configurations and the parame-

ters we can vary.

• DelayOp: Implemented operator for injecting delays into a given worker 𝑊𝑖.

We describe the straggler model here in detail, followed by a summary of the De-

layConfig and DelayOp.

Straggler Model: Let us build a statistical model for the arrival times of gradient
updates in distributed machine learning. Here are the key assumptions we will make.

• The arrival of gradient from worker 𝑊𝑖 is independent of worker 𝑊𝑗∀𝑗 ∈ (1, 𝑘)
if 𝑗 ̸= 𝑖

• The number of arrivals in a continuous interval takes discrete values 𝑘 = 0, 1, 2, ..

Given the above assumptions, a natural candidate for the gradient arrival times

is the Poisson Distribution. Let 𝑘 be the number of gradient arrivals in any interval

𝑇 and 𝜆 be the rate parameter. Then we have 𝑓(𝑘;𝜆) = 𝜆𝑘𝑒−𝜆

𝑘!
. An important

consequence of a Poisson distribution for gradient updates is that while most workers

finish in average time, there is a tail-end of updates that lag behind.

DelayConfig and DelayOp

We utilize DelayConfig and DelayOp to configure the straggler simulation as well

as to inject the given amount of delay in an arbitrary worker during an iteration.

The DelayConfig is a file generated using the above Poisson model of straggler rate

distribution. Each row consists of the WorkerID, IterationID, and Delay. Next,

the DelayOp takes the DelayConfig and inserts simulated time delay into the node

WorkerID right before the reduce step, at the iteration IterationID for a duration

of Delay.

Put together, this system, as depicted in Figure 3-1, allows us to introduce arbi-

trary rates of straggling in any number of distributed workers and see the aggregate
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Figure 3-1: Aikido’s Overview of Design with Straggler Simulator

behavior as reflected in mini-batch iteration times for a given model. The Straggler

Simulator, S consists of the straggler model, delayConfig, and delayOp. Each of

the 𝑊𝑖 workers start out with the same delayConfig in their local storage. Once the

workers start training a given model using Sync-SGD, the Ring-Reshape Module, R

communicates with S to load the config, and reshape the topology to switch out the

straggler worker 𝑆𝑡 out of the reduce graph with a low operational overhead. Note

that Aikido keeps the worker 𝑆𝑡 connected in broadcast graph. This ensures that

the straggler worker does not impact the iteration time of the rest of the ring during

this given iteration, and received the latest updated copy of the model. The next

section describes the Ring-Reshape Module in detail.
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3.2 Flexible Topology for Collective Communication

Operations

Aikido introduces the Ring-Reshape Module as one of our primary contributions.

This module allows for seamless switching of AllReduce topologies dynamically dur-

ing a run. This is critical because of two main reasons. First, our design does not rely

on centralized parameter-servers. Secondly, straggler behavior is often sporadic and

short-lived [9]. As discussed in our straggler model section, we assume that a Poisson

distribution governs the nature of straggler finish times. The independence of strag-

gler finish times implies that the phenomenon occurs often on the order of iterations -

so few hundred milliseconds, not minutes. Existing distributed ML frameworks either

do not address this problem or they turn to the assumption that stragglers persist

over the duration of at least a few minutes. As such, they are fundamentally limited

to this low level of granularity because adding and/or removing servers into a par-

ticipatory topology takes time at least on the order of a few minutes. In contrast,

Aikido’s flexible topology is implemented at the level of abstraction of Collective

Communications Ops and therefore it frees us from the low granularity constraint as

communication ops are orders of magnitudes faster than rebooting a machine. Conse-

quently, this approach puts our performance on par with centralized approaches like

GRD-SGD [9].

In Aikido’s Skip strategy, we designate straggler nodes using the straggler simu-

lator and its delay config. Next, the Ring-Reshape Module seamlessly swaps out the

straggler node and completes the ring topology with the next available worker. Addi-

tionally, we keep the straggler node in Broadcast graph so it can receive its updated

copy of the ML model. This works for a few reasons. First, note that a straggler node,

by definition, is the one lagging behind in its share of the distributed computation and

41



Figure 3-2: Ring-AllReduce Skip in Aikido

therefore does not return its gradients in time. Assume a simple yet characteristically

typical scenario with a set of nodes and edges as 𝑊𝑖−2 → 𝑊𝑖−1 → 𝑊𝑖 with 𝑊𝑖−1 be-

ing the straggler node. Here, we introduce our custom operator - ReshapeStrategy.

The ReshapeStrategy operator, when called before the All-Reduce step in Sync-

SGD during this iteration, changes the workers’ topology from a ring to a ring with

the following edge modified as 𝑊𝑖−2 → 𝑊𝑖. In effect, this accomplishes the task of

bypassing the straggler node for the given iteration in which worker 𝑊𝑖−1 straggles.

The straggler simulator continuously runs and returns the delay configuration for each

iteration and the Ring-Reshape Module updates the workers’ topology to the right

configuration.

We describe this mechanism using an illustrative example below as shown in Fig-

ure 3-3:

1. Initialize Aikido context with 4 workers in a ring topology running a sync-SGD

iterations. Initialize straggler simulator with a given delay configuration.
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2. The workers 𝑊𝑖 begin in their initial state holding gradient updates data 𝐷𝑖 in

memory.

3. Straggler Simulator 𝑆 delays 𝑊4 for this iteration.

4. The Ring-Reshape Module removes 𝑊4 out of the Ring-Reduce topology and

instead connects 𝑊1 with 𝑊3 to exchange gradients updates and successfully

finish this iteration.

5. Worker 𝑊4 is kept in the Broadcast graph topology so it receives the updated

copy of the model 𝜃.

Figure 3-3: Aikido’s Skip Mechanism Example
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3.3 Active-Backups as an Alternative to Skip Strat-

egy for Straggler Mitigation

Unlike Skip-Backups approach, we also consider backups which actively substitute

for lost results. This form of replication is already prevalent in traditional distributed

computation and it is worth exploring it for machine learning [32, 60, 57]. Similar

to the Skip-Backup case, assume a typical scenario with a set of nodes and edges as

𝑊𝑖−2 → 𝑊𝑖−1 → 𝑊𝑖 with 𝑊𝑖−1 being the straggler node. Here, we use our custom

operator - ReshapeStrategy but with the additional introduction of active-backup

𝐴𝑖. ReshapeStrategy operator, when called before the AllReduce step in Sync-

SGD during this iteration, changes the workers’ topology from a ring to a ring with

the following edge modified as 𝑊𝑖−2 → 𝐴𝑖 → 𝑊𝑖. Aikido keeps the set of active

backups 𝐴𝑖 connected in the Broadcast graph so they share the same updated copy

of the model as the rest of the primary workers 𝑊𝑖. Note that primary workers are

defined as workers that participate in the ring in all iterations unless a given primary

straggles, in which case an active-backup is swapped in lieu of that primary worker.
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Figure 3-4: Active Backup in Aikido

Figure 3-5 provides an example for a case with four workers:

1. Initialize Aikido context with 3 primary workers in a ring topology running

sync-SGD. Initialize straggler simulator with a given delay configuration. Fi-

nally, initialize an active backup worker 𝐴𝑖.

2. The workers 𝑊𝑖 begin in their initial state holding gradient updates data 𝐷𝑖 in

memory.

3. Straggler Simulator 𝑆 delays 𝑊4 for this iteration.

4. The Ring-Reshape Module removes 𝑊3 out of the Ring-Reduce topology and

instead connects 𝑊1 to 𝐴𝑖𝑡𝑜 𝑊2 to exchange gradients updates and successfully

finish this iteration.

5. Worker 𝑊3 is kept in the broadcast graph topology so it receives the updated

copy of the model 𝜃.
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Figure 3-5: Ring-AllReduce Active Backup Architecture Example

In this thesis, we explore active backups with random partitions of data. Modi-

fications to active backups could be further studied to establish the benefits of this

approach.
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3.4 The Aikido Profiler

As we worked on this project, we often found ourselves wanting more capable tools

for analysing distributed ML. As a result, we implement a profiling tool to help with

debugging. There is large variation among different models in terms of their com-

pute/communications profile and discovering it quickly would help users effectively

target their optimization efforts. Additionally, being able to visually glean what the

time distribution is between all the complicated and interacting steps in a distributed

ML job would be crucial to advance the state of research in this area. This is where

a Profiler is useful.

Figure 3-6: Aikido’s Profiler in Chrome

Aikido’s profiler is composed of two components -
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1. The Aikido Logger: This component provides an API to enable logging

of the key steps within an all-reduce cycle such as beginning of the allreduce

operation, beginning of reduce, end of reduce operation, beginning of broadcast

operation, and end of broadcast operation.

2. Chrome tracing for visualization: Google Chrome provides a convenient

utility within the browser to visualize traces [54]. We utiliz Google Chrome’s

tracing API and therefore build Aikido logger to be compatible with Chrome’s

tracing JSON format.
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Chapter 4

Experiments and Results

In this section, we evaluate the performance of Aikido on ResNet-50 with synthetic

training data, Cats vs. Dogs dataset, and ImageNet. For synthetic benchmarks

and Cats vs. Dogs, we use a local batch size of 128 images. For ImageNet, we use

TensorFlow’s guidelines on loading and processing ImageNet data on local storage

in TFRecords format [55]. For ImageNet, we vary the local batch-size between 32

and 64, which we specify for any given experiment below. To evaluate Aikido’s

performance, we choose Google Cloud Engine and provision virtual machines with

four NVIDIA Tesla V100 GPUs per virtual machine. We scale the number of GPUs

between 4-96 for various experiments, with exact parameters specified below for each

experiment. As noted earlier in Chapter 3, we base Aikido’s implementation on top

of KungFu [38].

For our experiments to compare ideal, straggler, skip, and active backup runs, we

simulate a 20% straggler rate. This is done as follows: Aikido adds 75ms of delay

to one of the workers on top of the 180ms iteration time, every alternate iteration.

On average, this amounts to
1
2
*75*100
180

= 20% delay. Further, note that we define

ideal performance to have linearly scaled throughput. In our setup, ResNet-50 ideal

iteration time with local batch size 32 on ImageNet with 4 GPUs is observed at around
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130ms on average. With 16 GPUs, the same configuration yields ideal iteration time

at around 175ms. Note that this is due to imperfect scaling of existing distributed

ML framework.

4.1 Current performance measures in distributed ML

One of the first results we establish in this project is to quantify the gap between

linear scaling and measured scaling of distributed ML as the number of workers scale.

This is necessary to get a measure of the room of improvement present in the current

system.

4.1.1 Measuring scalability of GPU throughput via ResNet-50

Benchmark

In this experiment, we measure the performance in terms of GPU throughput (im-

ages/sec) in ResNet-50 Sync-SGD with synthetic training data [55]. We scale the

number of GPUs from 4 to 56. Figure 4-1 shows the average aggregate throughput

of GPUs for each experiment. We note that despite running each GPU close to the

maximum capacity, the throughput does not scale linearly as compared to the linear

speedup line. In fact, scaling up from 4 GPUs to 56 GPUs only achieves 1
2

of the

linear average aggregate throughput.
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Figure 4-1: ResNet-50, benchmark – Linear speedup vs. Achieved throughput
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4.1.2 Measuring scalability of iteration times via ResNet-50

on Cats vs. Dogs dataset

Next, we conduct a similar experiment to measure time per epoch of ResNet-50 on

the popular Cats vs. Dogs dataset [27]. This dataset consists of 25,000 photos of

dogs and cats. In this run, we tested the number of GPUs in the range of 4-56.

Figure 4-2 shows a significant gap in performance as the achieved average time per

epoch is 3.8× slower than the ideal linear speedup time per epoch. As mentioned

earlier, linear speedup performance is calculated by linearly extrapolating the time

per epoch of one VM.
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Figure 4-2: ResNet-50, Cats vs Dogs dataset - Achieved vs Linear epoch time
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4.1.3 ResNet-50 on ImageNet: Training to Convergence

To establish full baseline performance on a state-of-the-art model, we trained ResNet-

50 on ImageNet with local batch size of 128 for 90 epochs until convergence to achieve

92% top-5 accuracy. Figure 4-3 shows that the total time to train, as we double the

compute and go from 48 GPUs to 96 GPUs, decreases only a factor of 1.5× and that

there is an extra lag of 50 minutes between ideal and achieved time to convergence.

45 50 55 60 65 70 75 80 85 90 95 100

140

160

180

200

220

240

260

280

300

Number of GPUs

T
im

e
to

C
on

ve
rg

en
ce

(m
in

s)

Ideal
Achieved

Figure 4-3: ResNet-50, ImageNet - Time to Convergence, local batch size=128

53



4.2 Impact of network load on performance

Often, distributed machine learning jobs run in cloud clusters and share the infras-

tructure with other jobs. This means the gradient update traffic is sharing the same

links with other jobs and/or legacy data center traffic causing congestion that further

induce stragglers. In this experiment, we test this assumption on Google Cloud En-

gine by creating controlled TCP flows across 2 of the 4 VMs in a distributed run. In

this experiment, we measure throughput in images/sec/gpu of ResNet-50 benchmark

running on 16 GPUs over 4 VMs. Figure 4-4 shows that by increasing the number

of TCP flows across two of the VMs, one can significantly slow down the perfor-

mance. With 30 TCP flows, the throughput drops to around 15% of the throughput

in absence of any interfering TCP flows. This points to a greater need of creating

distributed ML frameworks that are robust against crossing traffic in a shared cluster.
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Figure 4-4: Impact of network congestion on performance, 16 GPUs, local batch

size=128
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4.3 Curbing the effect of stragglers using Aikido

In this set of experiments, we use Aikido to simulate straggler behavior on 1 of the

4 GPUs on a single Google Cloud VM running ResNet-50 on ImageNet [20, 14] and

measure the Cumulative Distribution Function (CDF) of iteration duration times.

Note that the ideal run here is a run without adding any simulated delay.

4.3.1 Straggler simulation with four GPUs

We use a delayConfig file to delay one pre-determined worker (worker ID=2) by 75ms

every other iteration. Figure 4-5 shows that adding a 75 ms in this setup results in

all iterations being somewhat delayed. While the overall shape of the CDF retains

its step nature at Y=0.5, the other iterations are also delayed between 20-30ms. We

believe that this is due to the interaction of compute and communication cycle in

gradient updates. Delaying on one iteration can cause ripple effects into the next

iteration being slow as well. More research is needed here to profile compute and

communications cycle times and identify the non-linear interaction effects due to

straggling workers. That being said, the aggregate behavior of straggler is consistent

with the delayConfig that is being simulated here. More importantly, Figure 4-5 shows

that both the Skip and Active-Backup strategies in Aikido are able to mitigate the

straggler effect and bring the performance (iteration times) closer to the ideal.
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global batch size=128
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4.3.2 Straggler simulation with 16 GPUs

Similarly, we repeat the above experiment with the same delayConfig but instead

scale the number of workers to 16 GPUs. The delayConfig here remains the same as

that of previous experiment in which worker ID 2 is selected as the straggling node.

Note that the ideal run here is a run without adding any simulated delay. For the

Active-Backup experiment, we use a total of 16 GPUs in which Aikido designates

15 workers as primaries and 1 as an active backup. The primaries participate in

the ring topology at every iteration, unless one of them straggles, in which case an

active backup is swapped in its place. This allows Aikido to active provide gradient

updates despite removing the straggler workers out of the ring.

In this run, the baseline iteration time is higher at around 175ms due to imperfect

scaling in going from one VM with four GPUs to four VMs with 16 GPUs. We do

not observe any spillover effect in this run. Again, we suggest that more future work

is needed to understand the differences in compute and communications cycle as one

scales to greater number of GPUs. Figure 4-6 shows both the Skip and Active-Backup

strategies are able to mitigate the straggler and bring the performance close to the

ideal with no stragglers.
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global batch size 512.
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4.3.3 Training ResNet-50 on ImageNet until convergence us-

ing simulated stragglers and Aikido

Finally, we test Aikido on a full run of ResNet-50 on ImageNet until convergence

and measure how well Skip and Active-Backup strategies perform against the straggler

and ideal runs. As demonstrated in Figures 4-7 and 4-8, both the loss functions and

time to accuracy plot show that Aikido is able to curb the impact of stragglers while

maintaining a low operational overhead. Table 4.3.3 summarizes our results from the

full ResNet-50 + ImageNet run for various approaches.

Approach Time to reach 92% top-5 accuracy

Ideal 392 mins

Straggler 444 mins

Skip 395 mins

Active 410 mins

Table 4.1: Summary of results on ResNet-50 + ImageNet run, local batch size=64,

16 GPUs
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GPUs, global batch size 1024.
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4.4 Chrome Profiler tool for visual inspection of the

characteristics of training runs

We use Aikido profiler to analyse the amount of time that a training job is spent

on communication time. We use four V100 GPU to train ResNet-50 on ImageNet.

On this hardware, with hard-disk drive storage on Google VMs, we achieve average

iteration times closer to 380ms. In this setting, we use the profiler to parse gradient

wait times for a given chunk throughout the ResNet-50 training. Note that the

waiting times are defined as the difference between the end of Reduce operation and

the beginning of the broadcast operation (similar to Horovod’s usage). Figure 4-9

shows the CDF of gradient wait times for 1000 iterations. Figure 4-9 shows that 50%

of iterations spend over 80ms idle time waiting for gradients to arrive. We believe

that this is largely due to software and scheduling inefficiencies. More research is

needed to fully understand the involved bottlenecks to scaling distributed ML.
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4.5 Lessons Learned

Some of the key design choices for this project include using KungFu as our base dis-

tributed ML framework as opposed to Horovod. We faced a few significant challenges

that we document here to aid future work.

• Non-Standard package for distributed ML: As a framework still in its experi-

mental phase, KungFu has its set of quirks. For instance, KungFu rewrites its

communications layer instead of using the standard MPI library. While their

claim is that it helps in speeding up All-Reduce operation, it may be possible to

work within the MPI framework and thus retain its reliability. For future work,

we recommend the reader to avoid using KungFu and instead use Horovod

as it has become the industry-standard for distributed ML. Furthermore, as

with any standard framework, Horovod has more online support and documen-

tation available than KungFu. We experienced several setbacks debugging a

non-standard codebase.

• Tensorflow and Python versioning pitfalls: KungFu has known bugs and per-

formance issues with certain Tensorflow version, and there is limited testing

available for its performance beyond a few versions of TF and Python. Com-

patibility and performance guarantees are often demanded out of industry-level

frameworrk, and therefore Horovod would be better suited for this purpose too.

Additionally, we note that TensorFlow’s new version - TF 2.0.0 - has eager exe-

cution mode on by default, and we faced compatibility and performance issues

while working with it alongside KungFu.

• Google Cloud configuration pitfalls: In our Google Cloud Environment, we

noticed a few issues in working with large scale distributed ML. One of the

known issues in this project with KungFu was that of bottlenecks in scaling

ResNet-50 training on ImageNet. We were able to fix it partially by switching
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from Hard-disk drive to Solid-state drive for storing ImageNet, but still faced

the issue at higher local batch sizes. While our suspicion is that it is an issue due

to non-optimized TensorFlow data pipelining for loading ImageNet TFRecords

into memory and pre-processing, further research is needed to completely profile

these experiments and pin-point where the bottleneck lies.
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Chapter 5

Conclusion

As the world embraces deep learning, training models are becoming ever more resource-

intensive and distributed machine learning is gaining wider attention from researchers

and professionals alike. In this thesis, we have shown that synchronous-SGD and

AllReduce, while performing better than their counterparts, still present a unique set

of challenges at scale. As we scale machine learning jobs in data centers to hundreds

of workers, the problem of stragglers needs to be solved. Aikido provides a first step

towards curbing the impact of network-induced stragglers on distributed machine

learning training jobs. More research is required to fully protect against stragglers in

modern heterogeneous data center environments.
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