Abstract

The emergent field of computational photography is proving that, by coupling generalized imaging optics with software processing, the quality and flexibility of imaging systems can be increased. In this paper, we capture and manipulate multiple images of a scene taken with different aperture settings ($f$-numbers). We design and implement a prototype optical system and associated algorithms to capture four images of the scene in a single exposure, each taken with a different aperture setting. Our system can be used with commercially available DSLR cameras and photographic lenses without modification to either. We leverage the fact that defocus blur is a function of scene depth and $f/\#$ to estimate a depth map. We demonstrate several applications of our multi-aperture camera, such as post-exposure editing of the depth of field, including extrapolation beyond the physical limits of the lens, synthetic refocusing, and depth-guided deconvolution.
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1 Introduction

The new field of computational photography is fundamentally rethinking the way we capture images. In traditional photography, standard optics directly form the final image. In contrast, computational approaches replace traditional lenses with generalized optics that form a coded image onto the sensor which cannot be visualized directly but, through computation, can yield higher quality or enable flexible post-processing and the extraction of extra information. Some designs use multiple sensors to extract more information about the visual environment. Other approaches exploit the rapid growth in sensor spatial resolution, which is usually superfluous for most users, and instead use it to capture more information about a scene. These new techniques open exciting possibilities, and in particular give us the ability to modify image formation parameters after the image has been taken.

In this work, we focus on one of the central aspects of optical imaging: the effects of a finite aperture. Compared to pinhole optics, lenses achieve much higher light efficiency at the cost of integrating over a finite aperture. The choice of the size of the aperture (or $f/\#$) is a critical parameter of image capture, in particular because it controls the depth of field or range of distances that are sharp in the final image. Depending on the type of photography, more or less depth of field can be desirable. In portraits, for example, shallow depth of field is desirable and requires a wide physical aperture. Unfortunately, many users do not have access to wide aperture cameras because of cost, in the case of SLRs, and limited physical sensor size, in the case of compact cameras. Photographs of multiple subjects are even more challenging because the aperture diameter should be large enough to blur the background but small enough to keep all subjects in focus. In summary, aperture size is a critical imaging parameter, and the ability to change it during post-processing and to extend it beyond the physical capabilities of a lens is highly desirable.

Design goals We have designed an imaging architecture that simultaneously captures multiple images with different aperture sizes using an unmodified single-sensor camera. We have developed a prototype optical system that can be placed between the camera and an unmodified lens to split the aperture into four concentric rings and form four images of half resolution onto the camera sensor.

We designed our optical system to meet four goals:

- Sample the 1D parameter space of aperture size and avoid higher-dimensional data such as full light fields.
- Limit the loss of image resolution, in practice to a factor of $2 \times 2$.
- Design modular optics that can be easily removed in order to capture standard photographs.
- Avoid using beam splitters that cause excessive light loss (e.g., [McGuire et al. 2007]).

One advantage of our design is that the captured images can be added directly to form new images which correspond to various aperture settings, without requiring non-linear processing and image analysis. More advanced post-processes can be performed using depth from defocus.
2 Related Work

We focus on work related to modifying the aperture of a camera, which includes both camera systems that permit the capture of richer data streams and image processing algorithms that take advantage of this captured information.

Plenoptic cameras instantaneously capture the full light field entering the optical system. Various designs have been investigated and implemented [Adelson and Wang 1992; Okano et al. 1999; Naemura et al. 2001; Ng 2005; Georgiev et al. 2006]. These designs vary in size and optical components, but, in principle, plenoptic cameras trade spatial resolution to capture directional information about the rays entering the optical system. This also can be seen to split the main aperture into a number of rectangular areas and form a separate image from each of these sub-apertures (Fig. 2(a)). A typical drawback of these approaches is a severely reduced spatial resolution, where the grid subdivision of the aperture results in a reduction that is quadratic in the number of samples along one axis.

An advantage of these approaches is that the final image can be a simple linear combination of the recorded data [Ng 2005]. Nonlinear reconstruction can afford better resolution trade-offs, but is more prone to artifacts.

Another interesting way of splitting the light entering an optical system is to use a pyramid mirror placed behind the main lens [Aggarwal and Ahuja 2004]. This effectively subdivides the aperture into “pie slices” and each of these sub-apertures is captured using a separate sensor (Fig. 2(b)).

Perhaps the most common way of splitting the light entering an optical system is to use beam splitters to replicate the optical path (Fig. 2(c)). Prisms and half-silvered mirrors are typical elements used to perform this task. In this context, 3-CCD cameras use a dichroic prism to split the light and create three copies of the image, each with a different spectral band. Many other designs have been investigated. In particular, McGuire et al. use different aperture and focus settings to perform matting [2005]. Watanabe et al. have demonstrated a real-time depth from defocus system that uses beam splitters and active illumination [1996]. We have considered designs with beam splitters to decompose the aperture, but they usually require multiple sensors and lose light because they need to rely on occlusion by a mask to select a sub-region of the aperture.

Hasinoff and Kutulakos use a brute force approach by capturing all possible combinations of aperture and focus settings for use in a depth from focus method [2006]. This method produces very high quality depth maps but requires several hundred exposures.


3 Optical Design

3.1 General Principle

The optical system must accomplish two tasks simultaneously: 1) split the circular aperture of the main photographic lens into a central “pinhole” image and several concentric rings and 2) re-sort and image the light rays from the “pinhole” and rings onto the imaging sensor of a digital camera.

We use a relay system to image the physical aperture diaphragm of the photographic lens to a plane outside of the lens, called the exit pupil [Hecht 2002]. The exit pupil is then divided into a central disc region and a number of concentric rings. Refractive/reflective optical elements are used to steer the light rays passing through different regions. Finally, additional lenses are used to form images on a single imaging sensor.

3.2 Our Design

Our optical design for splitting the aperture into a central disc and a set of concentric rings is conceptually similar to a Cassegrain lens. A schematic is shown in Fig. 3. The self-contained optical assembly is placed between a regular photographic lens and the camera body. The entire optical package includes the relay optics tube, a 4-way aperture-splitting mirror to divide the lens aperture, and four sets of image forming mirrors and lenses. We chose to divide the full photographic lens aperture into N=4 sub-aperture areas because this division achieves a good trade-off between the loss of sensor resolution and the ability to perform our proposed post-exposure edits. We use a 12.8MP Canon EOS-5D digital SLR camera, and achieve around 3MP spatial resolution for each of the four images. From four images we are able to acquire depth maps, interpolate and extrapolate depth of field, and synthetically refocus.

Relay optics are necessary for two reasons. First, to relay the intermediate image formed by the photographic lens to the camera’s sensor. More importantly, relay optics are necessary to image the physical aperture diaphragm of the photographic lens out of the lens barrel, i.e., forming a new exit pupil at the 4-way aperture-splitting mirror. From the conjugate relation between the object and image [Hecht 2002], we know that splitting the exit pupil is equivalent to splitting the physical aperture itself. By using the 4-way aperture-splitting mirror at the new exit pupil, we reflect the incident light rays to four different directions according to where they pass through the aperture. For example, the size of the central “pinhole” mirror is equivalent to a lens aperture size of f/81. Therefore, all rays which pass through a virtual f/8 aperture are steered along the optical path denoted in green, as shown in Fig. 3. Please note: the red, blue, green, and purple colors in Fig. 3 are used only to distinguish the four different light propagation paths, and are not related to any real color filtering/modification. The outer radii of the other three rings are chosen to correspond to virtual aperture sizes of f/5, f/3.7 and f/2.8, respectively. The corresponding folding mirrors reflect the light back in the direction of the camera sensor. An imaging lens is used to split the folding mirror and the camera.

1Ideally, the central mirror would be as small as possible to approximate the infinite depth of field of a true pinhole camera. Due to manufacturing limitations, f/8 was the smallest possible mirror we could build.
to reduce the imaging distance and ensure that the final image size is reduced to 1/4 of the size of the camera sensor. As one can see from Fig. 3, the optical axes of all four optical paths deviate from the original photographic lens’ optical axis. This deviation is corrected by tilting the imaging lenses according to the Scheimpflug principle [Ray 1988].

The 4-way aperture-splitting mirror used to divide the lens aperture is made by machining custom steel tubes and polishing the reflecting surfaces until they are optically flat. An image of the mirror is shown in Fig. 3. The angles of the directions to which light is reflected must be large enough to ensure the folding mirrors and their mounts do not interfere with the relay optics tube or block the incident light from the relay optics. However, this angle cannot be too large, as the larger the angle, the more the light deviates from the original optical axis, which can cause several field related optical aberrations such as coma and astigmatism. Additionally, large angles increase the possibility for vignetting from the camera mount opening to occur. Finally, larger reflecting angles at the aperture-splitting mirror increase the amount of occlusion due to splitting the aperture. Further details are discussed in Section 3.4.

We have designed the relay optics to extend the exit pupil 60mm behind the relay optics tube. The 4-way aperture-splitting mirror is placed at this location. The innermost mirror and the small ring mirror are tilted 25° to the left (around the x-axis), and 18° up and down (around the y-axis) respectively. The two largest rings are tilted 18° to the right (around the x-axis), and 16° up and down (around the y-axis) respectively. The tilt angle for this arm is slightly smaller because these two rings are farther behind the relay optics. To generate the same amount of lateral shift at the position of the folding mirrors, the desired deviation angle is smaller.

The position of each folding mirror is determined by the tilting angle of the corresponding aperture-splitting mirror. The folding mirrors and imaging lenses are mounted on four, six-degree of freedom kinetic mounts, which ensure that the mirrors and lenses can be configured to the correct position and angle to form four sub-images at the four quadrants of the camera sensor (See Fig. 1 and 3).

### 3.3 Calibration

Our system needs to be both geometrically and radiometrically calibrated. Because we used stock optical elements, and built all the mounts and enclosures, there are significant distortions and aberrations in each image. We have observed spherical field curvature, radial distortion, tilt in the image plane, and variations in the focal length of each ring image (due to slight differences in the optical path lengths resulting from imprecise alignment and positioning of the mirrors and lenses). To geometrically calibrate for distortions between ring images, we photograph a calibration checkerboard and perform alignment between images. Through calibration we can alleviate some of the radial distortion, as well as find the mapping between images. In addition, imaging an LED (see Fig. 4) was very useful to perform fine scale adjustments of the mirror and lens angles.

We radiometrically calibrate the rings by imaging a diffuse white card. This allows us to perform vignetting correction as well as calculate the relative exposures between the different rings. Finally, we apply a weighting to each ring, proportional to its aperture size.

![Figure 4: Point Spread Functions of our system captured by imaging a defocused point source imaged through the apertures of (a) central disc, (b) the first ring, (c) the second largest ring, and (d) the largest ring. The horseshoe shape of the rings is caused by occlusion. (e) The sum of (a)-(d). Misalignment causes skew in the shape of the PSFs.](image)

### 3.4 Occlusion Analysis

The four reflecting surfaces on the 4-way aperture-splitting mirror are tilted to different directions. They are placed in a spiral-step configuration as shown in Fig. 3. Each of the outer rings is par-
tially occluded by its neighboring inner ring’s extruded supporting base. The aperture of the central disc area is unaffected, but a small portion of each of the other three ring apertures is occluded. The occlusion can be reduced by arranging the four reflection surfaces such that the normal direction transition between each of the adjacent surface pairs is minimized. For example, as shown in Fig. 3, the angle between the normal direction of the central disc and that of the first ring is 36°, but the angle between that of central disc and the second largest ring is 49.1°. This arrangement produces less occlusion than if the reflection direction of the first and second rings is swapped. We captured the images of the occluded apertures by probing the camera system with an LED point source at a position off the plane of focus.

4 Applications

In the previous section we described an optical system to capture images, denoted as \( I_0, \ldots, I_N \), taken from \( N = 4 \) annular apertures simultaneously. Using our representation, we can synthesize a sequence of \( N \) images, \( I_0, \ldots, I_N \), of different aperture sizes by accumulating the rings, i.e., \( I_j = \sum_{i}^{j} I_i \). In a single exposure, our technique can generate multiple images of the same scene, each as if taken with a different aperture setting. This set of multiple images then can be used to recover a defocus gradient map, which measures at each pixel the change in defocus blur as a function of aperture size. Our defocus gradient map is very similar in concept to a traditional depth map, and in fact we could compute depth from the sequence of aperture images using standard depth from focus algorithms [Chaudhuri and Rajagopalan 1999]. The defocus gradient map is integral to accomplishing sophisticated operations, such as extrapolating shallow depth of field beyond the limits of the largest aperture, changing the apparent plane of focus, and increasing image sharpness using a depth guided deconvolution scheme.

4.1 Defocus Gradient Map

Assuming that our scene is composed of planar patches parallel to the image plane, we can approximate defocus blur over each patch as a convolution, where the filter size is determined by the patch’s distance from the plane in focus. In his original work on depth from focus, Pentland [1987] derives an equation relating the object distance \( d_o \) to internal camera parameters and the defocus blur kernel diameter \( \sigma \) (see Fig. 5):

\[
d_o = \frac{f d_s}{d_s - f - \sigma d_o}.
\]

where \( f \) is the focal length, \( d_s \) is the distance between the lens and the imager plane, and \( N \) is the f-number (the ratio of the focal length to the diameter of the lens). Solving for \( \sigma \) we have:

\[
\sigma = \frac{(d_s - f)d_o - fd_s}{N d_o}.
\]

The sign of \( \sigma \) differs for points in front of (−) and behind (+) the in-focus plane. We assume the camera is focused on the nearest scene point to avoid the standard depth from defocus ambiguity, as well as to restrict \( \sigma \) to positive values. Substituting \( G = [(d_s - f)d_o - fd_s]/d_o \) and \( l = 1/N \), we can rewrite Eq. 2 in the linear form:

\[
\sigma = Gl,
\]

where \( G \) is the derivative of \( \sigma \) with respect to the inverse \( f \)-number \( 1/N \). The utility of Eq. 3 is that if \( G \) is known, the blur kernel size can be calculated for an arbitrary \( f \)-number. We call our estimate of \( G \) at each pixel the “defocus gradient map.”

Figure 5: The relationship between aperture size and depth of field. The diameter \( \sigma \) of the defocus blur is dependent on the aperture size. Consequently, the depth of field is also dependent on the aperture size.

The defocus gradient map measures the change in size of blurring kernels as a function of aperture size. The defocus gradient map is related to the distance of an object from the plane of focus. An object on the focus plane will always be sharp (hence its blurring kernel will be zero for all aperture sizes). An object away from the focus plane will become blurrier as the aperture size is increased, and in particular, the rate at which it becomes blurry is dependent on its distance from the in-focus plane.

It is possible to calculate the defocus gradient map by running standard depth from defocus algorithms to recover a depth map and then directly converting the depth map to a defocus gradient map. However, we do not require exact depth per se, and in fact we are more interested in the apparent change of defocus blur with respect to aperture size. The defocus gradient map is a simpler, more direct representation for our applications.

We can use Eq. 3 to compute the defocus gradient map. At a pixel \( p \), the change in blur with respect to aperture size should lie on the line \( \sigma_p = G_{l} l \). Therefore, if we can estimate \( \sigma_p \) in each of our aperture images, we can directly calculate \( G_{p} \) as the slope of the line. Unfortunately, it is difficult to directly estimate \( \sigma_p \), and instead we adopt a hypothesis-and-test framework. For a set \( \{G_{l}\} \) of discrete values of \( G \), we hypothesize that pixel \( p \) has defocus gradient \( G_{l} \), and test this hypothesis against our observed data.

In practice we use a Markov Random Field [Boykov et al. 2001; Szeliski et al. 2006] framework to solve for the defocus gradient map. We chose MRFs to solve for the defocus gradient map because it globally optimizes our data objective while simultaneously applying spatial regularization. We set up a MRF where the labels for each pixel are assigned from a set \( \{G_{l}\} \) of discrete values of \( G \). The optimization objective function is a standard combination of a data term \( E_{P}^{p} \) (Eq. 4) and a smoothness term, \( S \). The penalty \( E_{P}^{p} \) for assigning a node \( p \) the label \( G_{l} \) is calculated as:

\[
E_{P}^{p} = \sum_{j=1}^{N} (I_0 \odot H(\sigma_{ij}))(p) - I_j(p).
\]

Equation 4 measures the error at pixel \( p \) between the smallest aperture image \( I_0 \), convolved with the expected defocus PSF \( H(\sigma_{ij}) \) with diameter \( \sigma_{ij} = G_{l}(1/N) \) and the observed blur (as measured in image \( I_j \)). We model the PSF as a disc of diameter \( \sigma_{ij} \).

The smoothness (regularization) term, \( S \), defines how similar we would like spatial neighbors to be. \( S \) is specified as horizontal \( S_h \) and vertical \( S_v \) pairwise weights between adjacent pixels. \( S_h \) is calculated as \( S_h = \exp(-\|I_{0X}\|^2 \times \alpha) \), where \( I_{0X} \) is the horizontal spatial derivative of \( I_0 \), and \( \alpha \) is a bandwidth parameter. \( S_v \) is
calculated analogously. Our assumption is that depth discontinu-
ities often occur across intensity edges. In flat intensity regions, our
smoothness term encourages nearby pixels to have the same labels.
However, regions with large gradients (e.g., edges) incur a small
smoothness weight, and thus are less penalized for having different
depth labels. Similar discontinuity-preserving smoothness terms
have been used previously [Boykov et al. 2001; Levin et al. 2004].

4.2 Interpolating and Extrapolating Aperture Size

Our optical system captures four images of the scene simultane-
ously, each from an annular section of the aperture (see Fig. 3). It
is possible to reconstruct the four aperture images by successively
accumulating rings, e.g., the third aperture image is constructed by
summing the inner disc and the next two aperture rings. Further-
more, interpolating between reconstructed images approximates the
effects of varying the aperture size, from the smallest to the largest
captured apertures. This provides a way to continuously adjust the
depth of field in an image. Figure 6 shows several images with vary-
ing aperture sizes constructed by summing the individual rings.

Using our defocus gradient map we can extrapolate shallow depth of
field beyond the physical constraints of the maximum aperture.
This is accomplished by extrapolating the size of the blurring ker-
nel (using the defocus gradient) and blurring the “pinhole” image.
Figure 8(a) shows an image taken at f/1.8 and Fig. 8(b) shows a
synthesized version computed using our defocus gradient map tech-
nique. The defocus gradient map was computed from four separate
exposures (f/# = 22, 13, 8, and 4, respectively). The difference
image is shown in Fig. 8(c). Figure 7 shows an extrapolated image
taken with our camera.

Noise Characteristics  Interpolated and extrapolated images have
different noise characteristics. Images created using the interpo-
tation technique show noise characteristics similar to a standard im-
age of the same aperture size. Interpolated images have decreased
shot noise due to summing multiple aperture rings. Extrapolated
images use only the “pinhole” image, and thus points on the image
plane exhibit the noise characteristics of the “pinhole” image. Ad-
ditionally, some light efficiency is lost due to the added elements in
the relay and mirror system.

4.3 Synthetic Refocusing and Guided Deconvolution

The defocus gradient map is an encoding of the relative distance
from the focus plane at each image point. In particular, image points
near the in-focus plane will have a small defocus gradient, and the
defocus gradient will increase the further the point is from the in-
focus plane. Since we store discrete labels in the defocus map, we
can relabel, or shift, the values in the map by an offset to achieve a
synthetic refocusing effect. After offsetting the labels we can per-
define depth of field extrapolation (Sec 4.2). Figure 10 shows an ex-
ample of our synthetic refocusing method. In Fig. 10(a) the focus
is on the doll in front. In Fig. 10(b) the focus has been “moved” to
the doll in the back. Although directly shifting the labels in the de-
focus gradient map is not equivalent to moving the in-focus plane,
it produces qualitatively convincing refocusing effects. An alterna-
tive approach is to convert the defocus gradient map into a depth
map (Eq. 1), which can be adjusted directly and used as input to a
lens blur filter (e.g., in Adobe Photoshop).

It is important to note that we cannot perform actual refocusing of
the image, we can only synthesize a new shallow depth of field im-
age where the perceived image plane has been moved. In particular,
we must rely on the large depth of field present in the smallest apen-
ture image to provide all the detail at the shifted in-focus plane.

We now describe a form of guided deconvolution to enhance de-
tails in the “pinhole” image. The defocus gradient map provides
an estimate of the PSF at each pixel. This PSF estimate can be
used to adjust the deconvolution kernel used at each pixel. If we
use K different labels when calculating the defocus gradient map
(i.e., K depth values), then we run K separate deconvolutions of
the “pinhole” image, each with a different PSF to produce a set of
deconvolved images \{D_i\}. The size and shape of each PSF used is
determined by Eq. 3 (a different value of G for each of the K labels,
\( l \) is determined by the size of the central disc aperture, e.g., f/8).
We use Richardson-Lucy deconvolution (“deconvlucy” in Matlab).

The final output of our deconvolution method is assembled by com-
posing the K separate deconvolutions based on the defocus gradient
map labels. For example, if a pixel \( p \) has label \( k (1 \leq k \leq K) \)
in the defocus gradient map (i.e., pixel \( p \) is at depth \( k \)), then we copy the corresponding pixel location in the \( k \)th deconvolved image \( D_k \) (which has been deconvolved with a PSF corresponding to objects at depth \( k \)) into the output image. This provides a spatially adapted deconvolution method: The PSF used to calculate the deconvolved output at a pixel is determined by the estimated depth/defocus at the pixel. In contrast, traditional deconvolution methods use a single PSF for the entire image. The main benefit we have found is that our method alleviates most of the over-sharpening artifacts that are common with deconvolution methods by spatially tailoring the PSF to the local blurliness present in the image. Figures 10(d) and (e) compare refocusing with and without our deconvolution, respectively. Note the improved detail in our deconvolved version.

5 Discussion

5.1 Alternative Optical Designs

We have investigated several alternative optical designs in addition to the design previously described in this paper. We would like to briefly discuss two of these alternative designs, with the hope that they may inspire further research.

The first alternative design involves placing a complex refractive element (i.e., a lens with non-traditional surface curvature) at the exit pupil which is then used to divide and image concentric rings of the aperture. The surface of the refractive element is designed such that light striking an annular region of the lens forms an image shifted laterally from the center of the CCD imager. Figure 9 describes how it is possible to laterally shift the image formed through a lens by decentering the lens with respect to the main optical axis. Conceptually, the proposed refractive element is composed of decentered annular sections, each cut from a theoretical larger-radius lens. See Fig. 9(c) for an example. To mimic our current design, the refractive element would consist of four annular regions which form four images in the quadrants of the CCD. Two advantages of this design are that it could easily be extended to 9 or 16 regions and it splits the aperture at a single plane without occlusion problems. The main disadvantage we found in simulation was that because of the unusual surface shape, and the limitation to using a single lens element, the optical aberrations were unacceptably high. Additionally, it would be difficult and expensive to manufacture with glass, although it may be more practical using molded plastic optics.

The second alternative design is to place a micro-lens array over the CCD, where each lenslet is a miniaturized version of the complex refractive element just described. This is similar to the light field camera design proposed by Ng [2005], however, instead of capturing a full light field, would integrate light from annular regions of the aperture, thus enabling higher spatial resolution. We believe that because the micro-lens array is responsible for a very local re-sorting of light rays, the quality would be higher than any of the previously proposed designs. Unfortunately a micro-lens array cannot be removed in order to take standard photographs.

5.2 Limitations

A potential drawback of our system is that our mirror design requires very precise and difficult alignment of the optical elements in order to minimize aberrations. However, precision manufacturing techniques could produce an optical system with quality comparable to standard photographic lenses. Additionally, our system has difficulty recovering accurate depth and defocus information in regions without texture. This problem is common to many depth from defocus algorithms, and we employ the standard solution of using spatial regularization. It may be possible to use the unusual shapes of each aperture ring along with coded aperture methods to further improve the depth maps.

Another limitation is that our synthetic refocus method is unable to correctly synthesize blur effects across depth discontinuities. Unlike light field cameras, we are unable to capture the subtle parallax effects that occur across occlusion boundaries.

6 Conclusions

In this work we explore the design space of computational cameras, and examine the types of post-exposure edits that are possible without capturing a full light field. We describe a prototype optical system that captures images taken with multiple aperture settings in a single exposure. Our design is compact and does not require any modifications to either the camera or photographic lenses. Furthermore, the photographer is able to remove our system, and take a full resolution image if desired. We demonstrate several applications of our multi-aperture camera, including adjusting the depth of field and generating synthetically refocused images.
In future work we would like to investigate different methods of coding the aperture. In particular, we would like to extend our decomposition to a spatio-temporal splitting of the aperture. This would allow us to recover frequency content lost due either from depth defocus or motion blur. It may also be possible to design an adaptive optical system that adjusts the aperture coding based on the scene. Another avenue of future work that we would like to explore is to build a camera that simultaneously captures multiple images focused at different depths in a single exposure, using a single CCD sensor.
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