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Abstract We present MaGMA (Mobility and Group Management Architeejuan archi-
tecture for groupware support in mobile networks. MaGMAasimobjective is
enabling mobile users to use real-time group applicatiames the IP infrastruc-
ture. Our solutions address group management as well asrsidppQoS and
seamless handoff. We illustrate the advantages of MaGM#Agusiathematical
analysis and simulations.

1. I ntroduction

The widespread availability of the Internet has enabledud® of many
groupware and collaborative computing applications {echat, ICQ, Net-
Meeting, Exchange, Lotus Notes, Webex, desktop video cenéing, etc.).
With the advance of wireless personal communication, suohpyvare ap-
plications are becoming popular in cellular and mobile meks [16]. For
example, major cellular providers (Verizon, Nextel, Orangffer, or plan to
offer soon, group services such as push-to-talk (PTT) [}, IBe PTT cellu-
lar revenue, which was $84 million in 2003, is expected tahe®l0.1 billion
by 2008; and the 2.3 million PTT cellular subscribers comityuof 2003 is
expected to grow to 340 million by 2008 [19]. While tradit@dPTT is limited
to voice, the emerging convergence is expected to mergémeahnd non-real
time aspects of group communication.

The converged Internet infrastructure is starting to ptevihe required
support for real-time applications, such as voice overM®IR) and video-
conference over-IP (VColP), which require quality of seeviQoS) among
stationary endpoints. This has led to the emergence of ma¥/ fandards
and technologies, e.g., Diffserv, RSVP, and MPLS, as welkaktime proto-
cols such as RTP, H.323, MGCP, and SIP.

At the same time, wireless access to the global Internetasrbiag widely
supported, and WLAN access points are ubiquitously availal&iven the
trends predicted in wireless standard forums such as the Mpbile Alliance
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(OMA) [9] and 4G, it is expected that the next phase in the @iah of con-
verged group services will be their integration with wisdenobile devices.
These networks are most likely to adopt the TCP/IP architedncluding its
related convergence standards.

In this paper, we propose MaGMA an architecture for groupagament in
mobile networks interconnected via the global Internet GWBA provides an
initial comprehensive solution for the mobile world, adshieg aspects such as
scalable group management, mobility, handoff, and QoSigimv MaGMA's
architecture consists of a collection of mobile group mansagViGMs), which
manage group membership and also implement a multicaslagvier data
delivery. Each mobile node (MN) interacts with an MGM proxit@a to it.
MaGMA supports a subscription model in which nodes can reigaebe noti-
fied of other nodes’ mobility.

We propose a number of group management protocols. We hade-im
mented MaGMA in the ns2 network simulator [8]. We presentutation
results and validate them through mathematical analysis.

This paper proceeds as follows: Section 2 gives backgroaraioent mo-
bility solutions. Section 3 describes the network model aadproposed ar-
chitecture. Section 4 presents solutions for mobile groapaggement. Section
5 evaluates the proposed solutions through simulationsaalysis. Section 6
addresses transport issues, and Section 7 concludes.

2. Related Wor k

We are not aware of any previous comprehensive solution @dility sup-
port in groupware applications. We now overview leading ititybsolutions
for IP in general, and group communication systems in pagic

M obility Solutions Mobile IP [10] is the current standard for seamless mo-
bility in the IPv4 based Internet. Mobile IP uses a simplehndtof encapsu-
lation and tunneling. Every MN is associated with a home doyria which
resides a proprietary server nameune agent. While at its home domain, the
MN receives packets as a regular stationary node. When tharidies to
a foreign domain and changes its IP address, it notifies iisehagent of its
new IP address. Thus, the home agent can forward to the MNetsadkstined
to the MN’s home IP address through a tunnel it creates to ¢iaelacation.
This forwarding scheme, callaédangle routing, generally leads to routes that
are longer than the direct path, and therefore suffers froor performance.
Moreover, Mobile IP applies only to unicast sessions betwtee MN and a
corresponding node and does not include QoS support.

In [11], a route optimization to Mobile IP that avoids tridagouting is
proposed. In this approach, the MN seriisding information to the corre-
sponding node, thus enabling direct communication betwkertwo. It is
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unclear whether Mobile IP with route-optimizations cansup simultaneous
movements of both endpoints of a communication. Moreoves, golution
requires a modification of the host IP stack, and a home agessich MN'’s
home domain, and is therefore difficult to deploy. In addificreating new
connections to a MN must always involve its home domain, éveére MN is
distant from it for an extensive period. In contrast, MaGM\pdes a flexi-
ble architecture in which the communication infrastruetig deployed in the
network, and communication with an MN is independent of @mke domain.

Balakrishnan and Snoeren [14] propose a DNS-based soltdgid® mo-
bility. Similar to Mobile IP, every node has a home domain. aflan MN
moves and changes its IP address, it registers a secure DitdBelat its home
domain DNS server. In order to avoid the use of stale bindmfigriation,
DNS caching is minimized (by setting TTL=0) and direct bimglis used. The
major drawbacks of this approach are that both endpointsatanove simul-
taneously, that DNS standards do not support user selfggoation, and that
operating systems and DNS servers often do not comply wits DL direc-
tions. Finally, DNS caching elimination will overload theNI3 system.

Mysore and Bhaghavan [6] propose to use the IP multicasastrincture
for mobility support. While this solution can potentiallygvide good per-
formance, unfortunately, IP multicast is not widely degdy Therefore, this
scheme cannot provide seamless mobility in today’s Interne

Group Communication A closely-related group-management protocol is
CONGRESS [1], which was designed for ATM environments. Like MaGMA,
CONGRESS uses an overlay among servers. However, in contrast to MaGMA
the overlay is hierarchical and restricted to membershipagament, and does
not support QoS multicast. MoreovermNGRESS was not designed with mo-
bility in mind and does not incorporate a handoff solution.

Prakash and Baldoni [12] propose protocols for group conigation sup-
port in virtual cellular networks where base-stations cavenand for ad-hoc
networks. In contrast, we consider a network with statiprizase-stations.
Bartoli [2] proposes a totally-ordered multicast protofal a dynamic mem-
bership in wireless networks. In contrast to MaGMA, it aseara failure-free
environment and focuses on reliability and ordering rathan QoS support.

3. M odel and Architecture
3.1 Networ k model

Similarly to mobile IP, we model the network as a collectidmotonomous
domains. Every MN has a unique ID (UID), which identifies thé&l Nh all
of its locations. Upon moving to a new domain, the MN obtairmsew local
IP address, e.g., using DHCP. We do not address intra-dohaaidoff, i.e.,
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micro mobility. Rather, we assume that a micro-mobility im@gsm is in
place (e.g., [5, 13, 17]), and that an adequate routing pobtexists in each
domain. We assume that hosts can crash, and that such ceashdstectable
by other hosts.

3.2 Design goals

Our main goal is to provide support for managing and keepingherent
up-to-date view of each group in a highly dynamic mobile emwnent. The
solution we seek should address the following issues:

= Mapping group names to their current subscribers.
= Mobility support with seamless handoff.
= QoS support for real time applications.

= Transport efficiency, including the avoidance of triangbeiting, and
minimizing the number of duplicates of multicast messages. s

= Low control overhead and a scalable control plane.

= Support for incremental deployment.

3.3 Architecture

Our architecture consists of a collection of MGMs positidrie different
domains. For simplicity’s sake, through most of this paperassume that
MGMs are static and well known. In Section 4.5, we discussibtes exten-
sions of the basic architecture in which MGMs can be addetherfly. The
role of MGMs is twofold: managing group membership and fonlirzg pack-
ets in order to facilitate QoS multicast. Our architectuadiscfor the use of
multiple servers for the following reasons:

m to offer scalability in the number of groups and the numbegmiup
members;

= to efficiently support groups with geographically disperagembers, as
well as localized ones;

m to facilitate QoS reservation among domains;
= to reduce traffic overhead; and

= to provide fault-tolerance in the presence of network parts (where a
node may not be able to communicate with a remote server) bhasve
server failures.
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Figurel. The MaGMA network architecture.

Our architecture is depicted in Figure 1. Ideally, one MGMoisated in
each domain, although this is not mandatory. Each MN is svyehe closest
MGM to its domain. The MGMs provide the following servicesMiNs:

= Joining or leaving a group.

= Moving to a new location - the moving node sends@e message to its
new MGM.

= Retrieving the current membership view (list of current subscribefs) o
given group ananulticasting to a given group.

The MGMs form an overlay network among them. The overlay &lusoth
for membership management and QoS multicast. The overlagtre@tion
can be employ known techniques for building efficient QoS%uanoverlays,
e.g., [15, 4], and its discussion is beyond the scope of #yep We assume
that MNs are likely to remain in the groups they join for exdier periods.
Therefore, move messages dominate the control traffic.

4, M GM Protocols

We now present protocols for managing group membership bilsaosers.
The first two protocols are based on existing mobility solusi. We then pro-
pose two additional protocols, which handle mobility exjbly.

4.1 Exploiting M obile I P

Since IP Mobility is the de facto standard for mobility on tidernet, we
first consider a naive solution based on this approach. Omelel@gate the
responsibility for mobility management to Mobile IP, and/dghe MGMSs only
map group names to nodes’ home addresses. This eliminatasdd to handle
move requests. The main drawback of this solution is the unctetraelay
and QoS degradation resulting from Mobile IP’s triangletimoyt
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4.2 DNS based solutions

As an alternative to Mobile IP, DNS-based mobility [14] canused when
DNS support is available and user mobility is limited. We rexamine possi-
bilities for extending this solution to support group masagnt.

A simple approach, similar to the Mobile IP based solutioggasted above,
can delegate mobility handling to the nodes’ home domain B&i8ers, and
have the MGMs map each group to its subscribed MNs in a donaairerfor-
mat. With this approach, a retrieve operation first gets floedMGM a list of
MN names and then employs DNS queries to translate the MN sitoraetual
IP addresses. This solution is simple and can be graduafijemented in to-
day’s Internet. However, the retrieve-translate procedan take a substantial
amount of time. Moreover, this solution suffers from theviwasly described
problems associated with dynamic DNS resolution.

An alternative DNS-based solution replaces the MGM with @pgetary
group DNS server used only for group translations. This DESes maps
group names directly to their subscribed MNs’ IP addregbes, reducing the
translation delay. An additional drawback of this suggesis that current
standards do not support DNS server updates by hosts fraigfodomains.

4.3 MGMFlood

We now turn to solutions in which mobility is handled by the M&and not
delegated to other services. In our first such scheme, MGtk leach MGM
forwards (floods) to all other MGMs all control messaggsn{leave/move)
received from MNs in its domain. When an MN crashes, its |M@IM detects
the crash and sends an appropriate’e message to all other MGMs.

Note that the protocol must guarantee view consistencydrptksence of
rapid mobility. When an MN frequently changes its locatidnupdates a
different MGM each time it moves. Thus, different MGMs carca®e the
flooded move messages in different orders. In order to ensure consistenc
each MN keeps an increasimypmain Hop (DH) counter, counting the num-
ber of times it moves between domains. This counter is setitetdGM in
everyjoin/leave/move message, and is stored along with the MN’s UID at the
MGMs. An MGM that receives a move message with a lower DH tharone
associated with the UID in its current view ignores this nages

The MN stores the DH as long as it is up. In case the MN re-joigsoap
after a crash, it registers with DH=0, which indicates to@M to send back,
when available, the highest DH value associated with this MN

MGMPFlood is simple and allows for seamless handoff due tprigenpt re-
action to mobility updates. However, it entails high cohtnessage overhead,
as all MGMs keep views of all groups, including groups notdieg in their
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domains. This solution may not scale well, especially if¢hare many small
groups and localized memberships.

4.4 M GM L eader

Our second solution reduces the overhead by propagatinategpanly to
those MGMs that have group members in their domains. When @M Ne-
ceives an MN’'s message regarding a group that is represantesidomain,
it extracts the MGMs that have members in the group from talleiew, and
forwards the message only to those MGMs.

If an MGM receives a control messagei( or move) for a group that does
not yet exist in its domain, then it needs to discover the gsoup-to-date view,
and to forward the event to the appropriate MGMs. The chg#las preserving
a coherent view at all MGMs in the presence of concurrentagjmers without
inducing excessive overhead.

In order to minimize the control overhead and ensure viewsistency,
only one of the participating MGMs sends the view to the newN¥Go this
end, one MGM is designated as tbeordinator of the group. Every active
group has &oordinator, and a single MGM can be the coordinator of multiple
groups. If thecoordinator fails or leaves the group (because all the MNs in its
domain leave) then a negoordinator is elected, as explained below.

When a new MGM joins a group due ton@ve event, it extracts the mov-
ing MN's former MGM from themove message, and sends the event message
to that MGM. The former MGM, in turn, forwards the messageh® door-
dinator. When thecoordinator receives anove message originating from an
MGM that is not already in the group, it sends the group’s vievihe new
MGM and forwards the message to all the group’s MGMs. Thissags flow
is illustrated in Figure 2.

new former Existing
MGM Coordinator MGM

. MGM
new former . Existing MN1 move
MGM Coordinator MGM message" ~—~\Q,%7

MN2 move
MN move message

message Tgye

Figure2. Move message flow. Figure 3.  Potential view inconsistency in
over-simplified leader-based solution.

This communication between the two MGMs also facilitatestdshing a
tunnel from the former MGM to the new one, so that the formerN&n for-
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ward data packets destined to the moving MN via its new MGMjuarantee
smooth handoff; such tunneling is suggested in [11].

When a new MGM joins a group due toj@in message, it broadcasts the
message to all the MGMs. As before, when terdinator receives this mes-
sage from the new MGM, it sends the group’s view to the MGM.

As with the previous solution, MGMs may receive certain éverssages
out of order. The ordering of events related to the same MNbliged, as
in the MGMFlood protocol, using the DH counter. Howeverstdbes not
suffice to ensure view consistency when MGMs dynamically goid leave the
group. Figure 3 illustrates a problematic scenario thatawanur if concurrent
joins are handled carelessly. In this example, while a newM\t@trieves the
group’s view from thecoordinator, an existing MGM sends another event to
the group’s MGMs. The existing MGM is unaware of the new MGMlan
thus does not forward the message to it. This causes the nei kGan
inconsistent view of the group.

In order to address this difficulty, each MGM maintains aneasinglLocal
Event Counter (LEC) for every group. Whenever an MGM receivegom,
leave, or move message from a local MN, it increments the appropriate LEC.
The group’s LEC is included in every message pertainingisogioup sent by
the MGM. When an MGM joins a group, it initiates the group’s@CEo 1. In
addition, the MGM keeps, for every groupL&Cvector, holding the highest
known LEC for each MGM in this group.

In every message sent from one MGM to another, both the sendet and
the receiver’s latest known LEC (from th&Cvector) are included. When an
MGM receives a packet, it checks the LECs. If its local LECighler than the
one known to the sender it sends back its local view and LE{ dicovers
that the sending MGM’s LEC is higher than the one it knowsfitieves the lo-
cal view of the sending MGM. When tleeordinator forwardsmove messages
of new MGMs, it includes the LECs corresponding to the vieig gending to
the new MGM. In case some events are not reflected in this tiexweceiv-
ing MGMs forward their local views to the new MGM. In additione ensure
consistency using periodic updates, whereby the gragoiglinator sends the
current view all to the group’s MGMs.

We now discuss coordinator election. When the last MN indberdina-
tor's domain leaves the group or moves to another domaingcabedinator
appoints a new MGM as the negoordinator of the group and informs the
group’s MGMs of the newoordinator in the forwardedmove or leave mes-
sage. Subsequently, the leavicmprdinator forwards control messages that it
still receives to the newoordinator. In order to avoid appointing an MGM that
has already left, an MGM can not leave the group until it neeeithecoordi-
nator’s permission. If thecoordinator notices, after receiving l@ave or move
message, that an MGM has no members in the group, it sendsrespem-
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to-leave message to that MGM. The only scenario wheredbedinator does
not permit the MGM to leave is if theoordinator appoints the MGM to be the
new coordinator. In this case the MGM needs to find a new MGM to replace
it as the group’soordinator.

In case thecoordinator crashes, the surviving MGMs start an election pro-
cedure by flooding their local views to all MGMs in the systelthe MGM
with the lowest ID is elected as the neaordinator, and it sends to the group’s
MGMs an up-to-date view computed using the local views sarnnd the elec-
tion procedure. Throughout the election procedure, all @eswts are buffered
by the MGMs, and are disseminated only after the new viewdsived.

4.5 Dynamic MGMs

Thus far, we have assumed that MGMs are static and well-knddow-
ever, our solution can be extended to support a dynamictaotbie, where
MGMs can join and leave. The MGMLeader is a natural choicestarth an
architecture, since it accommodates for a dynamic set of M@&Mintaining
the membership of a single view.

We plan to extend the architecture to support a delegatiaharesm, where
MGMs can grant MNs permission to operate as membershiprserfUiis will
allow the use of our group services in wireless hybrid nekspor.e. islands of
ad-hoc network interconnected via access-points [3].

5. MGM Protocol Evaluation
51 Packet delay evaluation

Mobile IP may exhibit poor performance due to its use of glarrouting.
With the MGM architecture, on the other hand, packets ar¢ dieectly to
the MN's current location. To illustrate the advantage a$ pproach, we
simulate a single constant bit rate (CBR) UDP session, arasure the end to
end delay with both approaches (MGM and Mobile IP).

We simulate a network of four domains. The transmissioncig in Do-
main O throughout the simulation. The receiver is initiaflyts home domain
(Domain 1) and then moves towards Domain3 through Domain2epicted
in Figure 4. The domains are connected via 5Mb links with 2@eiay. The
simulated wireless interface is 914MHz Lucent WaveLAN DSSS

Figure 5 shows the average measured packet delays for tlutggeatures:
Mobile IP, a centralized architecture with a single MGM (iorDain 0) ser-
vicing all MNs, and a distributed architecture, with an MGiMdach domain.
The MGM solutions transmit messages via the optimal routesreas Mobile
IP uses the triangle route, degrading performance by arfat
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Figure 5.  Average end-to-end packet delay

Figure4.  Scenario simulated in Figure 5. for system depicted in Figure 4: simulation.

5.2 Control plane evaluation

We now evaluate the overhead associated with control mess&de mea-
sure the average control overhead associated with a sinmle event. We
simulate the following uniform network model:

m 11 domains (Domains 0-11), 1 MGM in each domain;

= 10-100 receiving MNSs, initially uniformly distributed in@nains 1-10,
then moving among these domains;

= 8 groups, where every receiving MN participates in a singteig cho-
sen uniformly at random;

m afixed number of sources in Domain O.

We simulate the MGMFlood and MGMLeader protocols in thigisgt and
measure the average control overhead associated withla sioge message.
The average is calculated over 300 events for each numbeNsf Nh each
event, a random MN moves to a new random domain. The reswdtsler
picted in Figure 6, with 95% confidence intervals for MGMLeadWe also
mathematically analyze the expected control overhead.M&&KFlood, this
is straightforward. Since each control message is sent M@Ms, and there
are ten MGMs, the overhead is exactly ten messagespar event. Not sur-
prisingly, the analysis and simulation results for thistpcol accurately match
each other (see Figure 6).

For MGMLeader, our analysis provides an upper bound and arltaund
(both depicted in Figure 6). Recall that a new MGM joining augy com-
municates with the MN’s former MGM, which forwards the megsdo the
coordinator. The lower bounddpordinator case) occurs if the former MGM
is the coordinator of the retrieved groups. The upper bound (reoordinator
case) occurs when the former MGM is not the grougsrdinator. In this
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— Unicast scheme
— Multicast scheme
35 Total no. of groups

104

©

©
w
S

~
™
o

#Control messages
>

o)

#incoming streams per domain
= N
@ S

=
o

. —&— MGMFlood analysis and simulation -
3k —£— MGMLeader simulation L —

\

- - MGMLeader - analysis (coordinator case) //
) ) l\‘/IGMLea‘derfapalysm (r\onfcoo‘rdlnator‘case) ) ) ) ) ) ) ) ) ) ) )
%0 20 30 40 50 60 70 8 9 100 720 40 60 8 100 120 140 160 180 200
#MNs #MNs
Figure 6.  Average number of control mesFigure 7. Average number of incoming

sages per movement, uniform system, vamstreams per domain in uniform system with 8
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analysis vs. simulations. of domains: analysis.

case, one more message is sent compared todtréinator case: from the
former MGM to thecoordinator. Due to space consideration, the detailed
analysis derivation is given in the full paper.

We observe that with MGMLeader, the overhead increasesthétnumber
of MGMs that have members in the group. In sparse groups, f&islare
involved, and hence few control messages are sent. MGMLeadperforms
MGMFlood in all the simulated situations, but its advantagdéess signifi-
cant in dense groups. We conclude that MGMLeader is prdiefab sparse
groups, whereas the much simpler MGMFlood may be adequatdefuse
groups in which all or most MGMs participate.

6. Transport Issues

We suggest two solutions fonulticast. The first solution uses unicast: the
transmitting MNretrieves the group’s view and sends data directly to all the
group members using multiple unicast streams. This salutiours minimal
load on MGMs, but suffers from poor scalability as domainghwmany users
will have many incoming streams.

The second solution uses multicast over the MGMs’ overldye ffansmit-
ting MN sends the data to its MGM, which forwards the data kthal group’s
MGMs, which in turn forward the data to their locally subberd MNs. This
solution can exploit IP Multicast where available. It is macalable, and en-
ables each MN to use a single stream, thus extending itaypéifee

Figure 7 depicts the number of incoming streams per-dormaiboih solu-
tions, analyzed for the uniform network model of Section % &8sume that
all groups are active. In the unicast scheme, the averagéemof incoming
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data streams is the average number of MNs in the domain, aféréhe mul-
ticast scheme, it is the average number of groups in the doni&ie detailed
analysis derivation is given in the full paper.

7. Conclusions

We have presented MaGMA, an architecture for supportinggservices
in the emerging wireless networks. We presented and eealugrbup man-
agement protocols for this architecture. MaGMA providesomprehensive
solution for seamless mobility with QoS support, importeguirements that
are not addressed in current solutions. MaGMA can be inanéatie deployed
since an MN may communicate with any MGM located in its vityini
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