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Abstract

Thispaperdescribes highlyavailabledistributedvideo
on demand(MoD) servicewhich is inherently fault toler-
ant. The\oD serviceis providedby multiple serversthat
resideat different sites. New serversmay be broughtup
“on thefly” to alleviate the load on other servers. When
a servercrashest is replacedby anotherserverin a trans-
parentway; theclientsare unawae of thechangeof service
provider In testruns of our VoD serviceprototype,sud
transitionsare notnoticeablgo a humanobservemwhouses
theservice

Our WD serviceusesa sophisticatedlow control med-
anismandsupportsadjustmenbf thevideoqualityto client
capabilities. It doesnot assumeany proprietary network
technology: It usescommaodityhardware andpubliclyavail-
ablenetworktechnologieqe.g., TCP/IR ATM). Our service
mayrun onany madineconnectedo theInternet. Theser
vice exploits a group communicatiorsystemas a building
block for high availability. Theutilization of groupcommu-
nicationgreatly simplifiesthe servicedesign.

1. Introduction

Video on demand(VoD) servicesare becomingpop-
ular today in hotels, luxury cruise boats, and even air-
planes. As high bandwidthcommunicationinfrastructure
(e.g.,ATM backbonenetworksalongwith ADSL, the In-
ternet infrastructure, etc.) is being establishedin mary
countriesaroundthe world, high bandwidthcommunica-
tion lineswill reachmillions of homesin the nearfuture.
Thisincreasingmprovementn communicatioiechnology
will invite widespreaditilization of VoD servicesn private
homes,provided by telecommunicatiocompaniesgcable
TV providers,andvia thelnternet.In suchanervironment,
scalabilityandfault tolerancewill bekey issues.
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In this paperwe describea highly available distributed
VoD service. The VoD serviceis provided by multiple
senersthat may resideat differentsites. The servicesup-
ports smoothmigration of clients from one sener to an-
other Thus, the numberof seners providing a certain
servicemay changedynamicallyin order to accountfor
changedn the load. We usea group communicatiorsys-
temin the control planeof our service,in orderto loosely
coordinatgheparticipatingsenersto agreeuponclient mi-
grationandto allow onesenerto takeover anotheisener's
client. Our serviceusesa sophisticatedlow controlmecha-
nismandsupportsaadjustmenbdf the video quality to client
capabilities. We do not assumeary dedicatednhardware
or proprietarytechnology: Our service usescommaodity
hardwareandpublicly availablenetworktechnologiege.g.,
TCP/IR ATM). Our senersandclientsmayrunonary ma-
chineconnectedo thelnternet.

Currentefforts in the areaof VoD focusprimarily onin-
creasinghethroughputof a singlesener by usingsophis-
ticatedschedulingcaching,andfile structuring. The fault
tolerancdssuegypically beingaddressedoncernpossible
disk andfile failures [11, 14, 16, 18, 19, 20, 21], but do
not addresssener failures or network partitions (with the
exceptionof the Microsoft Tiger video sener [12, 13], cf.
Section7) . Furthermorecurrentmethodsrarely address
the issueof client migrationand smoothprovision of ser
vice while migrationoccurs. Thus,the conceptpresented
in this papercomplementshe abore techniquesin that it
allows extendingsuchVoD servicego be providedby a dy-
namicallychangingnumberof seners.

Video transmissionrequiresrelatively high bandwidth
with strict Quality of Service(QoS)properties(e.g.,guar
anteecdandwidth poundeditter anddelays).Thereforeas
ary applicationinvolving video transmissionpur service
is bestprovided usingQoSresenation mechanismsHow-
ever, if bandwidthis abundantandjitter rarely occurse.g.,
in a relatively not loadedLAN or small scaleWAN, then
somebuffer spaceanda flow control mechanisncan ac-
countfor jitter periods.We have testedour VoD serviceon



suchnetworkswith goodresults.

In our servicearchitectureeachmovie is replicatedat a
subsebf theseners.Whenasener crashe®r disconnects
fromits clientsit is replacedy anothersener (holdingthe
samemovie) in atransparentvay. Clientsarealsomigrated
from onesenerto anotheifor loadbalancingpurposese.g.,
whena new sener is broughtup. The main challengewe
addresds designatingan alternatesener and making the
transitionbetweersenerssmooth sothatthe clientswould
be unavareof the changen theserviceprovider.

Thisis challengingsincewhentheclient migratego an-
other sener, the video transmissiormay stop for a short
period,framesmayarrive twice, or mayarrive out of ordet
We call periodsat which suchundesirablesventsoccurir -
regularity periods The durationof the irregularity period
dependn thelevel of synchroly amongthe seners. Our
VoD servicedoesnot assumeight couplingof the seners;
in our prototypesenerssynchronizatioroccursevery half
a secondandthe overheador sener synchronizatiorcon-
sumedessthanonethousandttof thetotal communication
bandwidthusedby theVVoD service.

In orderto guarantesmoothvideodisplayat suchirreg-
ularity periodsthe client maintainsa buffer of forthcoming
frames.The buffer sizeis subjectto fine tuning,depending
on the expectedirregularity periodduration. In our experi-
mentswith a 1.4 Mbpsvideo stream the clientshave allo-
catedbuffer spaceof approximatelyl.7 Mbit in softwarein
additionto 1.7 Mbit in a hardwareVIPEG[17] decoder

We have designeda flow control mechanisnmwhich en-
deaors to keepenoughframesin the buffer to account
for irregularity periodsandjitter, but without causingthe
buffers to overflon. It was challengingto tune the flow
control algorithmto re-fill the client's buffers quickly (but
without causingoverflow) atirregularity periods.Our flow
controlmechanisnis presented Sectiord. We testedour
servicebothona10MbpsswitchedEtherneandonasmall
scaleWAN. OurresultsareencouragingThevideodisplay
attimesof migration(dueto eithersener crashor loadbal-
ancing)is smoothto thehumanobsenrer.

Our VoD service implementationexploits the Tran-
sis[2, 15] groupcommunicatiorsystenfor synchronization
amongtheseners,for connectiorestablishmerdandfor ex-
changingcontrolmessagegollowing the conceptsve sug-
gestedn [6]: In [6] we describedhebenefitof usinggroup
communicationfor highly available VoD services. As a
“proof of concept”,we presenteda preliminary VoD ser
vice prototypetransmittinglow bandwidthvideo material
to clientsthat usesoftwaredecoders.In Section5 we de-
scribehow we exploit groupcommunicationn our current
VoD serviceto simplify the servicedesign. The concepts
demonstrateth thiswork aregeneralandmaybeexploited
to constructa variety of highly availableseners.

2. The Environment

Our VoD servicetoleratessener failures and network
partitions. It exploits commodity hardware and pub-
licly availablenetworktechnologieqe.g., TCP/IR ATM);
senersandclientsmayrunonary machineconnectedo the
Internet. As ary video transmissiorapplication,our VoD
serviceis bestprovidedif a QoSresenation mechanisms
available,e.g.,whenusingan ATM network.However, this
is notmandatoryln networkswith abundantbandwidthand
limited jitter, e.g.,arelatively notloadedfast/switchedtth-
ernet,or if only “soft” reseration is available (e.g., with
RSVP[22]) our buffer spaceandflow control mechanism
canaccounfor jitter periods.

Thevideomaterialis storedandtransmittedn the stan-
dardMPEG [17] format. ClientsusehardwareMPEG de-
coderdn orderto processighbandwidthvideo. An MPEG
encodingof a movie consistsof a sequencef framesof
differenttypes:| (Intra) framesrepresentull imagespther
frametypesareincrementalndcannotbe decodedvithout
thecorresponding frames.Themovie is transmittedrame
by frame—asingleframeis transmittedn a singlemessage.

The communicatiorchannelsusedfor transmittingthe
videomaterialmaybeunreliablejn thesenseghatmessages
may be lost or arrive out of order Our VoD servicedoes
not recover lost frames. Therefore,if the communication
channelsuffers messagéossthen a degradationoccursin
the quality of the displayedmovie. The VoD serviceuses
clientbuffersto re-orderframesthatarrive out of order(i.e.,
inserttheseframesin theright placein thevideostream).

Our VoD servicerequiresa (possibly unreliable)fail-
ure detectionmechanismin orderto detectsener failures.
It also requiresa reliable multicast mechanismfor low-
bandwidthcommunicatioramongthe seners, for connec-
tion establishmenand for control messages.n our pro-
totype implementatiorwe usedthe Transis[2, 15] group
communicatiorsystentor thesetasks(cf. Section5).

3. The Service Overview

In this sectionwe describehe overall designof the VoD
service. More detailsof our specificalgorithmsappeatin
thefollowing sections.

Each movie is replicatedat a subsetof the seners .
Clientsconnecto thevideoon demandserviceandrequest
a movie to watch from a list of offered movies. One of
the senersthat hold this movie forms a two-way connec-
tion with the client: The sener transmitsvideo material,
andthe client sendscontrolmessagefr flow control pur-
posesaswell asfor speedcontrol andfor randomaccess
within the movie. The clientshave full VCR like control

1We assume separatenechanisnior replicatingthe videomaterial.
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Figure 1. Transparent VoD services.

over the transmittedmaterial,e.g.,pauseestart,andarbi-
trary randomaccessjn accordancevith the ATM Forum
VoD specq10Q].

Each sener periodically sendsinformation about its
clientsto theotherseners(for details pleaseseeSectiorb).
Whena sener crasheor detachesthe remainingseners
takeovertheclientsof thecrashedener, sothateachclient
is sened by exactly onesener. The clientis obliviousto
thechangeasshavnin Figurel. A similar processoccurs
whenthesenersdecideto migrateclientsbecausehe load
is poorly distributed,e.g.,whena new sener is broughtup
to alleviate the load. The client migration processis de-
scribedin detailin Section5.

The client maintaingwo buffers of forthcomingframes:
onein the hardwaredecoderandonein software(cf. Sec-
tion 4.2 for a discussiornof buffer sizes). Receved video
frames are first stored in the software buffer and then
streamednto the hardwaredecoderIn caseof buffer over
flow, framesneedto be discarded:If aframearriveswhen
thebuffer is full, we discardoneof theframesin the buffer
to makespacdor thenew frame.Whenpossiblenve discard
anincrementaframeandnotanl (full image)frame.

The buffers allow smoothvideo display at migration
times. The softwarebuffer is alsousedfor re-orderingof
video framesthatarrive out of order Our-of-orderframes
canbeinsertedo theright placein thevideostreamonly if
they arrive beforethey shouldbestreamedhnto thehardware
decoder We discardframesthat arrive after the hardware
decoderconsumedramesthatfollow them. The flow con-
trol mechanisns taskis to keepenoughframesn the buffer
to accounfor irregularity periodsandfor re-orderingwhile
avoiding buffer overflow. The flow control mechanisnis
describedn Sectioré4.

4. Flow Control

Our VoD serviceusesaloosely-coupledeedback-based
flow controlmechanismTheclientsendglow controlmes-
sagego the senerin orderto dynamicallyadjustthetrans-
missionrate. The sener maintainsthe currentrate per
client, andadjustsit accordingto the client's flow control
requestsClientsmayrequesto eitherincreaseor decrease
the transmissiorrate by a certainA. In our prototypeim-
plementatiorthis A is oneframepersecond.If, for exam-
ple, the sener transmits25 framesper secondo a certain
client,andanincreasaequestrrivesfrom this client, then
thesener changesherateto 26 framespersecond.

The client's flow control module endesors to keep
enoughframesin the buffersto accounffor irregularity pe-
riods,andalsoto allow for re-orderingof framesthatarrive
out of order Albeit, it mustbe carefulnot to increasethe
transmissiomatetoo muchandnotto causeuffer overflow.

Theclientdoesnottry to deduceat whichratethe sener
is transmittingthe video, it only keepstrack of the buffers'
occupang (i.e., the numberof framesin the buffers). The
flow control mechanismattemptsto keepthe numberof
framesin the buffer betweenthe low water mark and the
high water mark thresholds.If the numberof framesfalls
below thelow watermark, thenthe transmissiomateis in-
creasedandif thebufferis full abose the highwatermark
thetransmissiomateis decreased.

Due to network delay the transmissionrate doesnot
changeinstantaneously Therefore, after increasingthe
transmissiomatesuficiently to surpasshelow watermark,
theclientmuststartrequestingo slow thetransmissiomate
down beforethe occupang surpassethe high watermark.
Likewise, the client mustrequesto increasehe transmis-
sion rate beforethe occupang falls belov the low water
mark. Thus, whenthe numberof framesin the buffer is



Valueof Buffer Occupang CheckFrequeng | Requesto send
from to and
0 critical threshold-1 f_urgent emegengy
critical threshold low watermark —1 f_urgent increase
low watermark  highwatermark—1 < previousoccupang | f_-normal increase
low watermark  highwatermark—1 > previousoccupang | f_-normal decrease
highwatermark  full f_urgent decrease

Figure 2. The Client' s Flow Contr ol Policy

betweenthe low and high water marks, the client adjusts
thetransmissiomateaccordingo thechangen thebuffers'

occupang: If the buffers containmore framesthan they

had containedwhenthe previous flow control requestas
sent,the client requestdo decreasehe transmissiorrate,
andvice versa.lf the buffer occupang is the sameno re-

guestis emitted.

Whenthe buffer occupang is betweerthe high andlow
watermarks,flow controlmessageare sentat a relatively
small frequeng, f_normal Whenthe buffer occupang is
notbetweerthe high andlow watermarks,theflow control
messagearemoreurgent,andarethereforesentatahigher
frequeng, f_urgent In our prototype whenthe occupang
is betweerthelow andhigh watermarksflow controlmes-
sagesare sentevery 8 receved frames,and otherwisethe
frequeny is doubled.In addition,whenthe client's buffer
occupang falls below a certaincritical thresholdtheclient
sendsan emegencyrequest. The handlingof emegeny
requestgby the sener) is describedn Section4.1. The
client'sflow controlpolicy is summarizedn Figure2.

4.1. Handling Emergency Situations

Whenthe buffer occupany falls below a critical thresh-
old, the emegeny mechanisnkicks in. Sucha situation
typically occurswhenthe client migratesto anothersener
(dueto asenerfailure orloadbalancingandalsoatstartup
timeandwhentheclientrequestsandomaccesso a differ-
entpartof themavie.

In suchcasesthe client sendsan emegeny requesto
the sener. The sener responddy temporarilyincreasing
the transmissiorrate in orderto re-fill the clients' buffers
very quickly. In orderto avoid overflowing the clients'
buffers, the sener doesnot persistwith the high transmis-
sionratefor along period. Insteadthe additionaltransmit-
tedbandwidthdecayswith time.

Thenumberof framespersecondransmittedo a client
is the sum of the latestknown transmissiorrate’ plus an
emegency quantity The emegeny quantity decaysby
a certainpercentagevery second. While the emegeny
guantityis greatethanzero,thesenerignoresall flow con-
trol requestgrom theclient.

2 A defaulttransmissiomateis usedat startup.

The baseemegeny quantity ¢ and the decayfactor
f € (0,1) arechosersothatthetotal numberof additional
framesdesireds the sumof thedecayingsequencéof val-
uestruncatedto integers): 3. ¢ - f*. Thereis a tradeof
involvedin the selectionof theseparametersWhenstart-
ing with a high basequantityq, the buffersfill up fasterto
allow copingwith messagee-orderingandadditionalemer
genciessmoothly However, therisk of overflow is greater
andfor a few secondsadditionaltransmissiorbandwidth
consumptions very high. If QoSreseration mechanisms
areused this canbe costly.

We experimentedwith differentsuchsequencesin our
prototypewe choseo increasehebandwidthconsumption
at emegeny periodsby no more than 40% of the mean
bandwidth. Thus, for transmittinga 30 framesper second
movie, we setthe baseemegeny quantityq to 12. We use
a decayfactor f of 0.8, so the resultingsequencesumis
43 frames. Note thatif the servicewereto useQoSreser
vation, e.g.,over an ATM network,thenit would needto
resere an additionalvariable bit rate (VBR) channelfor
emegeny periods,varyingto at most40% of the constant
bit rate (CBR)channefreseredfor normalperiods.

We further elaboratedhe emegeny recorery mecha-
nismto transmita smalleremegeny quantityat lessseri-
ousemegeny situations. We settwo critical thresholds:
If the client's buffer occupanyg falls belov 15%, the base
emegeny quantityis 12 framesasexplainedaborve. If the
buffer occupanyg falls belov 30% but not belov 15%, the
basequantityis setto 6 frames,andtheresultingsequence
sumsup to 15 additionalframes.

4.2. Choosing Buffer Sizesand Thresholds

The buffer sizeis choserto accountfor irregularity pe-
riods occurringat emegeny situations(migrationdueto
sener failure or load balancing).The flow controlmecha-
nismendesorsto keepthe buffer occupang alwaysabove
the low watermark. Therefore thelow watermark should
reflectthe numberof framesneededo accountfor irregu-
larity periods. The durationof theirregularity periodis at
mostthe sum of the sener synchronizatiorskev andthe
takeovertime. In our prototypeimplementationthe sener
synchronizatioskew is half asecondn theworstcase . The



takeover time is affectedby the failure detectiontime-out
andby the time requiredfor informationexchangeamong
the seners. In our testson a local areanetwork, the take
over time washalf a secondn the average.Additional de-
lay may be introducedby processschedulingsincewe do
notuseareal-timeoperatingsystem.

We have chosenthe buffer sizesto contain approxi-
mately2.4 second®f video,thelow watermarkto be 73%
of thetotal buffer spaceandthe high watermarkto be 88%
of thebuffer space Thus,whenthebuffersarefull upto the
low watermark, they accountfor an irregularity period of
approximatelyl.7 seconds We tunedthe gapbetweerthe
low and high watermarksto be large enoughto allow the
flow controlalgorithmto keepthe buffer occupanyg in this
range,yet not larger thanneededn ordernot to consume
excesshuffer space Likewise,themagin betweerthe high
watermark andthetop of the buffer is essentialn orderto
avoid buffer overflov. Usinga sophisticatednechanisnfor
handlingemegeny requestallowedusto makethis mar
gin very small. All of thesevaluesaresubjectto fine tuning
accordingo thespecificrun-timeervironment.

Note that our buffer sizesaccountfor a single emer
gengy situation.A secondemegeng situationcanbe han-
dled smoothlyonly afterthe buffers arere-filled to contain
sufficient frames. In orderto guaranteesmoothlycoping
with additionalemegeng situationsoccurringbeforethe
buffersstartto re-fill, the buffer sizeshouldbe enlaged. If
thereis not enoughvideomaterialin the buffersto account
for thedurationof theirregularity period,the situationcan-
not be handledsmoothly i.e., somevideo materialis de-
layedor skippedanda humanobsener cannoticethejitter
(usuallyduringno morethana second).

4.3. Adjusting the Quality of the Video Material

Someclients' communicationor computationcapabil-
ities may not allow for processingof high quality video,
e.g.,if they useaslow modemto communicater if they do
not have hardwarevideodecodersin suchcasestheclient
may requestiower quality video consistingof lessframes
persecond.Whensucha requestarrives, the sener starts
skippingframes,andtransmitsonly the numberof frames
persecondvhichsuitstheclient'scapabilities.Thisis done
by transmittingall the | (full image)frames,and someof
theotherframes asthe capabilitiesallow.

5. Exploiting Group Communication

Our VoD serviceexploits a group communicatiorsys-
tem(GCS)[1]. Theuseof groupcommunicatiorsimplifies
achieving fault toleranceand dynamicload balancingand
providesa convenientframewvork for the overall servicede-
sign.

Groupcommunicatiorintroduceghenotionof groupab-
stractionwhich allows processeto be easilyarrangednto
multicastgroups. Thus, a setof processess handledas
a single logical connectionidentified by a logical name.
Within eachgroup,the GCSprovidesreliablemulticastand
membershipservices. The reliable multicastservicesde-
livermessage® all thecurrentmemberof thegroup.The
membershipf a groupis the setof currentlylive andcon-
nectedprocessem the group. Thetaskof the membership
serviceis to maintainthe membershipf eachgroupandto
deliver the membershigo the groupmembersvheneer it
changes.

5.1. The Service Group L ayout

Ourservicecreateshefollowing threekindsof multicast
groups,asshovnin Figure3.

Server group

\\\\\

eeeee

Figure 3. The group layout of the VoD service .

Server group consistsof all the VoD seners. The client
useghisgroupatstartupin orderto connectotheVoD
service. The client communicatesith the abstract
sener group andis thereforecompletelyunawvare of
particularVoD sener identities.

Moviegroup (per movie) consistsof thoseVoD seners
that have a copy of a particularmovie. This groupis
usedby the senersto consistentlyshareinformation
aboutclients that are currently watchingthis movie,
for fault tolerancepurposegcf. Section5.2belaw).

Session group (perclient) consistof theclientwatchinga
movie andthe sener thatis currentlycommunicating
thatmovie to the client. The client usesthis groupto
sendcontrolinformationto the VoD sener.



5.2. Fault Tolerance and Dynamic L oad Balancing

Let us considerwhat happenswithin a single movie
groupG (M) correspondingo a movie /. Eachmember
of G(M) usesthereliablemulticastserviceto periodically
multicastto the othermemberf G/(M) informationabout
its clientswho arewatchingM . Thisinformationincludes
the offsetsof its clientsin the movie M andtheir current
transmissiomates:atotal of afew dozenf bytes.

In our prototypeimplementationthe seners multicast
this informationevery half a second.Thus,the senersare
kept synchronizedwvithin half a secondwith respecto the
clients' positionsin the movie, while the storagespaceand
bandwidthrequiredfor this informationis negligible w.r.t.
thebuffer spaceandbandwidthrequiredfor thevideotrans-
mission.

Whenerer the membershipf G(M) changege.g.,asa
resultof a serer crashor join), the membersof G(M) re-
ceive anotificationof thenew membershipUponreceving
this notification, the senersevenly re-distritute the clients
amonghem.If thenotificationreflectsasenerfailure,each
remainingsener in G(M) usests knowledgeaboutall the
clientsin orderto deterministicallydecidewhich clientsit
now hasto sene. Whennew senersjoin, the senersfirst
exchangeinformationaboutclients, andthenuseit to de-
ducewhich clientseachof themwill sene.

In orderto take over a client, a sener simply joins the
client's sessiongroup and resumesghe video transmission
startingfrom the offsetandtransmissiomatethatwerelast
heardfrom theprevioussener.

5.3. The Benefits of Using Group Communication

The useof group communicatiorgreatly simplifiesthe
servicedesign. In particular it providesthe following ad-
vantages:

1. The group abstraction simplifies connectionestab-
lishment and allows for transparentmigration of
clientswhile maintaininga simpleclient design. The
clientsareobliviousto thenumberandidentitiesof the
senersproviding the service.

2. Themember ship service detectsconditionsfor client
migration, both for re-distributing the load, and for
achieving fault tolerance.

3. Thereliable group multicast semanticsfacilitatesin-
formationsharingamongthe seners,in orderto allow
themto consistentlyagreeaboutclient migration.

4. Usingreliable multicast, weguarante¢hatclientcon-
trol messagewill reachtheseners.

Our VoD serviceprototypewasimplementedusing the
Transisgroup communicatiorsystem.The sener wasim-
plementedn C++, usingonly around2500lines of code.
The client wasimplementedn C, usingonly around4000
lines of code (excluding the GUI and the video display
module). Without the Transisservicessuchan application
would have beenfar more complicated,andthe codesize
would have turnedout significantlylarger.

6. Perfor mance M easurements

We implementedthe VoD service using UDP/IP for
video transmission. We usedthe Transis[2, 15] group
communicatiorsystem(runningover UDP/IP)for member
ship and reliable messages.The senersrun on PCsrun-
ning BSDI UNIX. The videois storedand transmittedin
MPEG [17] format. The clientsrun on Windows 95/NT;
the video is decodedby the clients using Optibasehard-
waredecodersThe performanceneasurementshavn be-
low wereobtainedwith the following parametersApprox-
imately 1.4 Mbps, 30 framesper secondMPEG movie; al-
locatedsoftwarebuffers for 37 frames;204 KB hardware
buffers (approximatelyl.2 second=f video); the seners
synchronizeheir statesvery 1/2 second.

6.1. Performance Measurementsin aLAN

Below, we presenttypical performancemeasurements
obtainedwhile testing the VoD serviceon a 10 Mbps
switchedEthernet. The measurementaerecollectedby a
VoD clientwatchinga maovie in thefollowing scenarioAp-
proximately 38 secondsafter the movie began, the sener
transmittingthis movie wasterminatedandthe client was
migratedo anothessener. Approximately24 secondsater,
anew senerwasbroughtup andthe clientwasmigratedto
it for loadbalancingpurposes.

6.1.1. Overcoming the I rregularity of Video Transmission

Figure4(a)depictsthecumulatve numberof framesthat
were skipped(i.e., not displayedto the user)asa function
of time. Runningona LAN, we did notencountemessage
loss,andframeswerediscardednly dueto buffer overflow
occurringduringrecasery from emegeng situations. Fig-
ure 4(a) shavs thatno morethansix frameswereskipped
following eachemegeny period(at startup sener failure,
andmigrationdueto loadbalancing) Dueto our policy not
to discardl (full image)framesin casesf buffer overflow,
noneof the skippedframeswasan| frame. Theframeloss
causedslighttransientdegradatiorof thevideoimagethat

3Note the correlationbetweenskippedframesand the peaksoftware
buffer occupancy{depictedn Figure4(c)).
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Figure 4. Overcoming the irregularity of video transmission

lastedlessthana second;this degradationwas not notice-
ableto ahumanobserer.

Figure4(b) shavsthe cumulative numberof lateframes
(i.e., framesthat were discardedbecausehey arrived af-
ter they shouldhave beendisplayed).Runningon a LAN,
messagedo not arrive out of order andthe only late arriv-
ing framesarethosethat arrive twice* at migrationtimes.
Sincethe seners are not perfectly synchronizedwhen a
client migratesfrom one sener to anothercertainframes
may be transmittedby both seners. This occurssincewe
take a conserative (pessimistic)approach preferringdu-
plicatetransmissiorof framesover missedframes.

Note thata differentbehaior occursin caseof a sener
failure than in caseof migration due to load balancing.
When a sener fails, thereis a longer intermissionin the
transmissiorsincefailure detectiontakestime. Therefore,
atsuchtimes,buffer occupang dropslower (pleaseseebe-
low). At load balancetime, on the other hand, the new
sener startstransmittingvideo materialapproximatelyat

4 A duplicateframeis consideredate.
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in a LAN.

thesametime thatthe old sener stopstransmitting.Dueto
discrepang betweertheseners,someframesaretransmit-
tedtwice,asobsenedin thelateframesgraph(Figure4(b)).

6.1.2. Buffer Occupancy

The occupang of the client's buffers as a function of
time is displayedin Figures4(c) and 4(d). Figure 4(c)
shavsthatthe softwarebuffersreachtheir meanoccupang
(around23 frames)after approximatelyl4 secondsWhile
noemegeny eventsoccur the buffer occupang oscillates
betweerthelow andhigh watermarks.The softwarebuffer
occupang dropsto zerowhenthe client is migrateddue
to a sener failure, and dropsto approximatelyl /4 of its
capacitywhentheclientis migratedfor loadbalancingpur-
poses.Thebuffersarere-filled quickly, andthereforebuffer
overflov occursfollowing recorery from emegeng peri-
ods. Figure4(d) shavs thatthe hardwarebuffersfill up ap-
proximately 10 secondsafter the first frame of the movie
arrivesthe client. The hardwarebuffer occupang dropsto
approximately3/4 of its capacityfollowing sener crash.
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Figure 5. Skipped

6.2. Measurementsin a Small Scale WAN

We have testedour VoD servicebetweenthe Hebrev
and Tel Aviv Universities,which are seven hopsaparton
thelnternet.We usedUDP/IPwithoutary QoSresenation
mechanisms.The measurementselon were collectedby
a VoD client watchinga movie. Approximately25 seconds
after the movie began, a new sener was broughtup and
the client was migratedto it for load balancingpurposes.
Approximately22 seconddater, thesenertransmittingthis
movie wasterminatedand the client was migratedto an-
othersener.

Figure5(a)depictghecumulatve numberof framesthat
were skipped(i.e., not displayedto the user)asa function
of time. As onecanobsene, whenrunningon the Internet
withoutreserationmechanismsy certainpercentagef the
messagearelost. Thereforethe quality of displayedvideo
is inferior to the quality obsenedona LAN. At irregularity
periodsadditionalframesare skippeddueto buffer over
flow. This is demonstratedn Figure 5(b), which depicts
thecumulative numberof framesthatwerediscardediueto
buffer overflow.

Theclient'sbuffer occupang andnumberof lateframes
obsered on a WAN exhibit similar behaior to that ob-
senedon a LAN. Dueto lack of spacewe do notinclude
thegraphshere.

7. Related Work

Currentresearchin the areaof VoD often focusesei-
ther on improving the performanceof a single sener [11,
14, 19, 20, 21], or on parallelsenerswith dedicatechard-
ware[16, 18]. Theimprovedperformancef asinglesener
is achieed by techniguessuchas sophisticatedile orga-
nization [11, 19, 20], novel QoS aware disk scheduling
algorithms[14, 20, 21], datafault tolerance[11, 19, 20|

Frames discarded due to overflow
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frames in a WAN.

andadmissioncontrol andresourcge.g., buffers) resena-
tions[14, 19, 20] ( [14] dealsalsowith networkQoS).

Currentresearchrarely addresseshe issueof smooth
provision of servicein the presencef sener andcommu-
nicationfailures. The only exceptionthat we are avare of
is the Microsoft Tiger [12, 13] videofile servicewhich is
highly scalable. Tiger usesstriping of movies acrossses-
eralseners.

The Tiger architecturediffers from oursin that it as-
sumesthat the set of senersis tightly coupledand con-
nectedvia a fast communicatiometwork. In their archi-
tecture multiple senerssene the sameclients. A sophisti-
catedscheduleris utilizedto synchronizeéheseners.In our
architectureeachclient is sened by onesener at a given
time andthe senerscanbe geographicallyapart.

Using Tiger, a specialreconfiguratiorprocessneedsto
be executedwhena new sener or a nev movie is added,
in orderto re-stripethe movies. With our service,a new
sener canbe broughtup without ary specialpreparations,
andnew movies canbe added‘on thefly” by storingthem
on machinesvheresenersarerunning.

The Tiger systemsmoothlytoleratesthe failure of one
sener, but not necessarilytwo failuresevenif the failures
arenot concurrentandevenif thetotal numberof seners
is very large. In contrast,our VoD servicedoesnot seta
hardlimit on the numberof sener failurestolerated. If a
movie is replicatedk times,thenupto £ — 1 failuresare
tolerated.

8. Conclusionsand Future Work

We have presented fault tolerantvideo on demandser
vice which is provided by multiple seners. Whena sener
crashesit is replacedby anothersener in a transparent
way. The clientsareunawvare of the changein the service
provider. New seners may be broughtup “on thefly” to



alleviate the load on otherseners. In testrunsof our im-
plementationsuchtransitionsarenotnoticeabléo ahuman
obsenerwho usesthe service.The conceptdemonstrated
in thiswork aregeneralandmay be exploitedto construct
avarietyof highly availableseners.

In our currentimplementation,the video material is
transmittedusing UDP/IPR Connectionestablishmentgon-
trol andsharingof stateamongthe senersare performed
usingthe servicef the Transisgroupcommunicatiorsys-
tem, which alsorunsover UDP/IR The useof groupcom-
municationgreatlysimplifiesthe servicedesign.

We intendto port and testthe VoD serviceover ATM
networks:Thevideomaterialwill betransmittedvia native
ATM UNI 3.1[8] or UNI 4.0[9] connectionsWe intendto
continueusinggroupcommunicatiorfor connectiorestab-
lishment,control,andsharingof state.We will usea GCS
gearedo WAN, basedon theideasin [3, 4, 5]. This GCS
will eitherrun over classicalUDP/IP with LAN emulation
over ATM (LANE) [7], or directly over native ATM.
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