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1 Introduction

A publish-subscribe infrastructure [3] supports the dis-
semination of varied information to a large population of
users with individual preferences. In this paper we fo-
cus on topic-based publish-subscribe systems, where users
can subscribe to topics of interest, and receive all updates
related to these topics. One notable application of such
systems is real-time dissemination of trading data to stock
brokers. Another example is a modern data center offer-
ing a large variety of application services that are accessed
through the Internet. In such environments, the individual
applications are typically replicated for performance and
availability thereby creating overlapping multicast domains
each of which is mapped into a separate pub/sub topic.

Modern publish-subscribe applications have stringent
scalability requirement. Information is often published by
multiple sources, and is disseminated to potentially tens or
even hundreds of thousands of users, who may be geograph-
ically dispersed. Moreover, the information is categorized
according to a rich collection of topics – possibly in the or-
der of tens of thousands – and users typically subscribe to
many topics. In order to deal with the huge number of users
as well as with the system’s geographical scale, nodes are
organized in a logical structure, e.g., a hierarchical [8] or
other overlay organization [5, 2], where each node has a
small number of neighbors.

The main challenge in adapting existing overlay net-
work technology for publish-subscribe applications is cop-
ing with the immense number of topics. A solution whereby
a separate overlay network is used per topic might not scale
for a setting with tens of thousands of topics, as each node
is required to maintain a number of connections propor-
tional to the number of topics it is interested in. To deal
with this problem we introduced the SpiderCast [2] proto-
col that aims to create a single overlay network where the
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nodes with overlapping subscriptions are clustered together
using additional “interest-aware” links (i.e., links based on
the partial subscription views available to each node). As
we show in [2], local coverage-optimizing heuristics can be
effective to reduce the average node degree while ensuring
that nodes with overlapping interests are well-connected.

Although SpiderCast significantly reduces the number of
links per user, it does not solve all the difficulties stemming
from the vast number of topics. For example, the diffi-
culty of ensuring reliable message delivery in each group of
users subscribed to a topic. The memory and processing re-
quirements of managing reliability for each topic separately
would be prohibitive. It is therefore common to employ
aggregation of topics into channels [8, 9], which is akin to
the use of lightweight groups in early group communication
systems [4]. Of course, the use of a single group for all top-
ics is not feasible, as clients have limited resources (e.g.,
bandwidth), and cannot filter out thousands of irrelevant
topics. Using aggregation can balance the two needs, and
achieve scalability in the number of managed topics with-
out excessive filtering [8, 9]. This paper focuses on such ag-
gregation, which is complementary to the techniques used
in SpiderCast. The output of the aggregation algorithm can
then be used to either construct a separate overlay spanning
the nodes subscribed to each cluster, or serve as the sub-
scription input to the SpiderCast protocol.

In order to be efficient, aggregation must take the over-
lap of interests into account, so as to minimize the amount
of filtering at clients (or at brokers or proxies, if these are
employed). Moreover, topic aggregation should dynami-
cally evolve in response to the change in subscribers’ inter-
ests, which is not addressed by existing solutions, none of
which is adaptive. For example, in QSM [8] scalability is
achieved by organizing subscribers into “regions”, in which
their interests are shared by other subscribers. However, the
assignment of topics to regions do not change at run time.
Another example is the work of Tock et al. [9], which in-
troduced a centralized offline algorithm for computing the
assignment of topics to clusters such that the overall filter-
ing induced in the system by subscribing to these clusters is
minimized.
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This position paper advocates the idea of adapting topic
clustering (and corresponding overlays) dynamically ac-
cording to changing needs, while preserving some level of
optimality. That is, a change in subscription to a handful of
topics should not necessitate computing anew all the topic
aggregations, and should be confined to a small number of
overlays/clusters, i.e., incremental solutions are of essence.
Moreover, to achieve scalability, the optimization problem
should be solved in a distributed manner and should not rely
on global knowledge of subscriptions.

2 Local Algorithms

We believe that a scalable solution can be achieved us-
ing local computations, whereby the algorithm reaches its
decision and quiesces locally at each node, without com-
municating with the entire system. Locality has recently
emerged as a promising approach in order to provide scal-
able solutions of other problems [10, 6, 7, 1]. For example,
in our context, one cannot allow every subscription change
to disrupt 50,000 nodes. But are local computations feasi-
ble? We believe that most of the time they are. Intuitively,
local computation of the assignment of topics into clusters
should be possible if the statistics regarding the overlap of
interests are similar in different areas of the system, and
hence local decisions made independently in different ar-
eas may well be the same, eliminating the need for global
communication. Likewise, changes that do not significantly
impact the overlap statistics should have little impact on the
assignment, and accordingly, induce little communication.

Local solutions where shown to be feasible in related
problems such as majority voting [10], where there was lit-
tle communication if all participants had the same votes or
if votes changed insignificantly. We plan to investigate the
feasibility of local solutions for our problem using typical
pub/sub workloads.

3 Efficient Optimistic Reconfiguration

Subscriptions and membership continuously evolve, thus
the solution should be anytime, i.e., continuously output a
result which improves over time, and stabilize if the system
is stable long enough.

Dynamically changing the assignment of topics to over-
lays requires coordination among all the involved entities.
Scalable mechanisms like overlay-based or gossip-based
dissemination of aggregation decisions should be preferred
over unscalable consistency mechanisms, such as consen-
sus. One difficulty that arises is that such a solution allows
users to be temporarily in disagreement regarding which
overlay serves a given topic. A second difficulty that stems
from the first are possible fluctuations in the assignment of
topics to clusters. Moreover, the system should provide con-
tinued service while the topology is reconfigured. For this

purpose, a make-before-break policy can be employed, i.e.,
keeping both old and new topologies alive for a while, and
adding an out-of-band mechanism like system-wide gossip
for detecting message losses and inconsistencies, and re-
questing explicit recoveries.

4 Conclusions
We advocate the use of distributed topic clustering to

achieve scalability in pub/sub systems. Such systems
should be “subscription-aware”, i.e., reconfigure topic ag-
gregation and possibly underlying overlay topology dynam-
ically, in response to changes in subscriptions. Anytime lo-
cal algorithms and gossip-based recovery should be used
for such reconfigurations, and continued service should be
provided while a reconfiguration is in progress.
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