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Abstract
This paper introduces a new approach to building distributed-memory graph analytics systems that exploits heterogeneity in processor types (CPU and GPU), partitioning policies, and programming models. The key to this approach is Gluon, a communication-optimizing substrate.

Programmers write applications in a shared-memory programming system of their choice and interface these applications with Gluon using a lightweight API. Gluon enables these programs to run on heterogeneous clusters and optimizes communication in a novel way by exploiting structural and temporal invariants of graph partitioning policies.

To demonstrate Gluon’s ability to support different programming models, we interfaced Gluon with the Galois and Ligra shared-memory graph analytics systems to produce distributed-memory versions of these systems named D-Galois and D-Ligra, respectively. To demonstrate Gluon’s ability to support heterogeneous processors, we interfaced Gluon with IrGL, a state-of-the-art single-GPU system for graph analytics, to produce D-IrGL, the first multi-GPU distributed-memory graph analytics system.

Our experiments were done on CPU clusters with up to 256 hosts and roughly 70,000 threads and on multi-GPU clusters with up to 64 GPUs. The communication optimizations in Gluon improve end-to-end application execution time by ∼2.6× on the average. D-Galois and D-IrGL scale well and are faster than Gemini, the state-of-the-art distributed CPU graph analytics system, by factors of ∼3.9× and ∼4.9×, respectively, on the average.
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1 Introduction
Graph analytics systems must handle very large graphs such as the Facebook friends graph, which has more than a billion nodes and 200 billion edges, or the indexable Web graph, which has roughly 100 billion nodes and trillions of edges. Parallel computing is essential for processing graphs of this size in reasonable time. McSherry et al. [44] have shown that
This paper introduces a new approach to building distributed-memory graph analytics systems that exploits heterogeneity in programming models, partitioning policies, and processor types (CPU and GPU). The key to this approach is Gluon, a communication-optimizing substrate.

Programmers write applications in a shared-memory programming system of their choice and interface these applications with Gluon using a lightweight API. Gluon enables these programs to run efficiently on heterogeneous clusters by partitioning the input graph using a policy that can be chosen at runtime and by optimizing communication for that policy.

To demonstrate Gluon’s support for heterogeneous programming models, we integrated Gluon with the Galois [53] and Ligra [62] shared-memory systems to build distributed graph analytics systems that we call D-Galois and D-Ligra, respectively. To demonstrate Gluon’s support for processor heterogeneity, we integrated Gluon with IrGL [55], a single-GPU graph analytics system, to build D-IrGL, the first cluster-based multi-GPU graph analytics system.

Figure 1 illustrates a distributed, heterogeneous graph analytics system that can be constructed with Gluon: there is a CPU host running Galois or Ligra, and a GPU, connected to another CPU, running IrGL.

Another contribution of Gluon is that it incorporates novel communication optimizations that exploit structural and temporal invariants of graph partitions to optimize communication.

- **Exploiting structural invariants**: We show how general graph partitioning strategies can be supported in distributed-memory graph analytics systems while still exploiting structural invariants of a given graph partitioning policy to optimize communication (Section 3).
- **Exploiting temporal invariance**: The partitioning of the graph does not change during the computation. We show how this temporal invariance can be exploited to reduce both the overhead and the volume of communication compared to existing systems (Section 4).

Our evaluation in Section 5 shows that the CPU-only systems D-Ligra and D-Galois are faster than Gemini [75], the state-of-the-art distributed-memory CPU-only graph analytics system, on CPU clusters with up to 256 hosts and roughly 70,000 threads. The geometric speedup of D-Galois over Gemini is \( \sim 3.9 \times \) even though D-Galois, unlike Gemini, is not a monolithic system. We also show that D-IrGL is effective as a multi-node, multi-GPU graph analytics system on multi-GPU clusters with up to 64 GPUs, yielding a geometric speedup of \( \sim 4.9 \times \) over Gemini. Finally, we demonstrate that our communication optimizations result in a \( \sim 2.6 \times \) geometric improvement in running time compared to a baseline in which these optimizations are turned off.
2 Overview of Gluon

Gluon can be interfaced with any shared-memory graph analytics system that supports the vertex programming model, which is described briefly in Section 2.1. Section 2.2 gives a high-level overview of how Gluon enables such systems to run on distributed-memory machines. Section 2.3 describes opportunities for optimizing communication compared to the baseline gather-apply-scatter model [23] of synchronization.

2.1 Vertex Programs

In the graph analytics applications considered in this paper, each node \( v \) has a label \( l(v) \) that is initialized at the beginning of the algorithm and updated during the execution of the algorithm until a global quiescence condition is reached. In some problems, edges also have labels, and the label of an edge \( (v, w) \) is denoted by weight\((v, w)\). We use the single-source shortest-path (sssp) problem to illustrate concepts. Vertex programs for this problem initialize the label of the source node to zero and the label of every other node to a large positive number. At the end of the computation, the label of each node is the distance of the shortest path to that node from the source node.

Updates to node labels are performed by applying a computation rule called an operator [58] to nodes in the graph. A push-style operator uses the label of a node to conditionally update labels of its immediate neighbors, while a pull-style operator reads the labels of the immediate neighbors and conditionally updates the label of the node where the operator is applied. For the sssp problem, the operator is known as the relaxation operator. A push-style relaxation operator sets the label of a neighbor \( w \) of the node \( v \) to the value \( l(v) + \text{weight}(v, w) \) if \( l(w) \) is larger than this value [19].

Shared-memory systems like Galois repeatedly apply operators to graph nodes until global quiescence is reached.

2.2 Distributed-Memory Execution

Distributed-memory graph analytics is more complicated since it is necessary to perform both computation and communication. The graph is partitioned between hosts at the start of the computation. Execution is done in rounds: in each round, a host applies the operator to graph nodes in its own partition and then participates in a global communication phase in which it exchanges information about labels of nodes at partition boundaries with other hosts. Since fine-grain communication is very expensive on current systems, execution models with coarse-grain communication, such as bulk-synchronous parallel (BSP) execution, are preferred [67].

To understand the issues that arise in coupling shared-memory systems on different (possibly heterogeneous) hosts to create a distributed-memory system for graph analytics, consider Figure 2(a), which shows a directed graph with ten nodes labeled A through H (the global-IDs of nodes). There are two hosts \( h_1 \) and \( h_2 \), and the graph is partitioned between them. Figure 2(b) shows the result of applying an Outgoing Edge-Cut (OEC) partitioning (described in Section 3.1): nodes \{A, B, E, F, I\} have been assigned to host \( h_1 \) and the other nodes have been assigned to host \( h_2 \). Each host creates a proxy node for the nodes assigned to it, and that proxy node is said to be a master: it keeps the canonical value of the node.

Some edges, such as edge \( (B, G) \) in Figure 2(a), connect nodes assigned to different hosts. For these edges, OEC partitioning creates a mirror node for the destination node (in the example, node \( G \) on the host that owns the source node (in the example, host \( h_1 \)), and it creates an edge on \( h_1 \) between the proxy nodes for B and G. The following invariants hold in the partitioned graph of Figure 2(b).

a) Every node \( N \) in the input graph is assigned to one host \( h_i \). Proxy nodes for \( N \) are created on this host and possibly other hosts. The proxy node on \( h_i \) is called the master proxy for \( N \), and the others are designated mirror proxies.

b) In the partitioned graph, all edges connect proxy nodes on the same host.

Consider a push-style sssp computation. Because of invariant (b), the application program running on each host is oblivious to the existence of other partitions and hosts, and it can execute its sssp code on its partition independently.
of other hosts using any shared-memory graph analytics system (this is the key insight that allows us to interface such systems with a common communication-optimizing substrate). Node $G$ in the graph of Figure 2 has proxies on both hosts, and both proxies have incoming edges, so the labels on both proxies may be updated and read independently by the application programs running on the two hosts. Since mirror nodes implement a form of software-controlled caching, it is necessary to reconcile the labels on proxies at some point. In BSP-style synchronization, collective communication is performed among all hosts to reconcile the labels on all proxies. At the end of synchronization, computation resumes at each host, which is again agnostic of other partitions and hosts.

In the sssp example, the label of the mirror node for $G$ on host $h_1$ can be transmitted to $h_2$, and the label of the master node for $G$ on $h_2$ can be updated to the minimum of the two labels. In general, a node may have several mirror proxies on different hosts. If so, the values on the mirrors can be communicated to the master, which reduces them and updates its label to the resulting value. This value can then be broadcast to the mirror nodes, which update their labels to this value. This general approach is called gather-apply-scatter in the literature [23].

2.3 Opportunities for Communication Optimization

Communication is the performance bottleneck in graph analytics applications [70], so communication optimizations are essential to improving performance.

The first set of optimizations exploit structural invariants of partitions to reduce the amount of communication compared to the default gather-apply-scatter implementation. In Figure 2(b), we see that mirror nodes do not have outgoing edges; this is an invariant of the OEC partitioning (explained in Section 3). This means that a push-style operator applied to a mirror node is a no-op and that the label on the mirror node is never read during the computation phase. Therefore, the volume of communication can be reduced in half by just resetting the labels of mirror nodes locally instead of updating them to the master’s value during the communication phase, which obviates the need to communicate values from masters to the mirrors. The value to reset the mirror nodes to depends on the operator. For example, for sssp, keeping labels of mirror nodes unchanged is sufficient whereas for push-style pagerank, the labels are reset to 0. In Section 3, we describe a number of important partitioning strategies, and we show how Gluon can be used to exploit their structural invariants to optimize communication.

The second set of optimizations, described in Section 4, reduces the memory and communication overhead by exploiting the temporal invariance of graph partitions. Once the graph has been partitioned, each host stores its portion of the graph using a representation of its choosing. Proxies assigned to a given host are given local-IDs, and the graph structure is usually stored in Compressed-Sparse-Row (CSR) format, which permits the proxies assigned to a given host to be stored contiguously in memory regardless of their global-IDs. Figure 2(b) shows an assignment of local-IDs (numbers in the figure) to the proxies.

Since local-IDs are used only in intra-host computation and have no meaning outside that host, communication between a master and its mirrors on different hosts requires reference to their common global-ID. In current systems, each host maintains a map between local-IDs and global-IDs. To communicate the label of a proxy on host $h_1$ to its corresponding proxy on host $h_2$, (i) the local-ID of the proxy on $h_1$ is translated to the global-ID, (ii) the global-ID and node label are communicated to host $h_2$, and (iii) the global-ID is translated to the corresponding local-ID on $h_2$. This approach has two overheads: conversion between global-IDs and local-IDs and communication of global-IDs with labels.

Gluon implements an important optimization called memory of address translation (Section 4.1), which obviates the need for the translation and for sending global-IDs. A second optimization (Section 4.2) tracks updates to proxies and avoids sending proxy values that have not changed since the previous round. While this optimization is implemented in other systems such as PowerGraph and Gemini, these systems send global-IDs along with proxy values. Implementing this optimization in a system like Gluon is more challenging for two reasons: it is not an integrated computation/communication solution, and it does not send global-IDs with proxy values. Section 4.2 describes how we address this problem.
be legal for certain operators. To understand this interaction, it is useful to classify various policies (or heuristics) for graph partitioning into four categories or strategies. These are described below and illustrated in Figure 3. In this figure, a node \( N \) in the graph has three proxies on different hosts; the shaded proxy is the master.

- **Unconstrained Vertex-Cut (UVC)** can assign both the outgoing and incoming edges of a node to different hosts.
- **Cartesian Vertex-Cut (CVC)** is a constrained vertex-cut: only the master can have both incoming and outgoing edges, while mirror proxies can have either incoming or outgoing edges but not both.
- **Incoming Edge-Cut (IEC)** is more constrained: incoming edges are assigned only to the master while outgoing edges of a node are partitioned among hosts.
- **Outgoing Edge-Cut (OEC)** is the mirror image of IEC: outgoing edges are assigned only to the master while incoming edges are partitioned among hosts.

Some of these partitioning strategies can be used only if the operator has a special structure. For a pull-style operator, UVC, CVC, or OEC can be used only if the update made by the operator to the active node label is a reduction; otherwise, IEC must be used since all the incoming edges required for local computation are present at the master. For a push-style operator, UVC, CVC, or IEC can be used only if the node pushes the same value along its outgoing edges and uses a reduction to combine the values pushed to it on its incoming edges; otherwise, OEC must be used since master nodes have all the outgoing edges required for the computation. The benchmarks studied in this paper satisfy all these conditions, so any partitioning strategy can be used for them.

### 3.2 Partitioning Invariants and Communication

Each partitioning strategy requires a different pattern of optimized communication to synchronize proxies, but they can be composed from two basic patterns supported by a thin API. The first is a **reduce** pattern in which values at mirror nodes are communicated to the host that owns the master and combined on that host using a reduction operation. The resulting value is written to the master. The second is a **broadcast** pattern in which data at the master is broadcast to the mirrors. For some partitioning strategies, only a subset of mirrors may be involved in the communication.

Consider push-style operators that read the label of the active node and write to the labels of outgoing neighbors or pull-style operators that read the labels of incoming neighbors and write to the label of the active node. In these cases, the data flows from the source to the destination of an edge. We discuss only the synchronization patterns for this scenario in this section; synchronization patterns for other cases are complementary and are not discussed further.

Since the data flows from the source to the destination of an edge, a proxy’s label is only read if it is the source node of an edge and only written if it is the destination node of an edge (a reduction is considered to be a write). Consequently, there are two invariants during execution:

1. If a proxy node has no outgoing edges, its label will not be read during the computation phase.
2. If a proxy node has no incoming edges, its label will not be written during the computation phase.

These invariants can be used to determine the communication patterns required for the different partitioning strategies.

- **UVC**: Since the master and mirrors of a node can have outgoing as well as incoming edges, any proxy can be written during the computation phase. At the end of the round, the labels of the mirrors are communicated to the master and combined to produce a final value. The value is written to the master and broadcast to the mirror nodes. Therefore, both reduce and broadcast are required. This is the default gather-apply-scatter pattern used in systems like PowerGraph [23].
- **CVC**: Only the master can have both incoming and outgoing edges; mirrors can have either incoming or outgoing edges but not both. Consequently, mirrors either read from the label or write to the label but not both. At the end of the round, the set of mirrors that have only incoming edges communicate their values to the master to produce the final value. The master then broadcasts the value to the set of mirrors that have only outgoing edges. Like UVC, CVC requires both reduce and broadcast synchronization patterns, but each pattern uses only a particular subset of mirror nodes rather than all mirror nodes. This leads to better performance at scale for many programs.
- **IEC**: Only the master has incoming edges, so only its label can be updated during the computation. The master communicates this updated value to the mirrors for
3.3 Synchronization API

To interface programs with Gluon, a (blocking) synchronization call is inserted between successive parallel rounds in the program (e.g., after edgeMap() in Ligra, do_all() in Galois, Kernel in IrGL). Figure 4 shows how Gluon can be used in an sssp application in Ligra to implement communication-optimized distributed sssp (D-Ligra). The synchronization call to the Gluon substrate shown in line 18 passes the reduce and broadcast API functions shown in Figure 5 to Gluon. Synchronization is field-sensitive: therefore, synchronization structures similar to the ones shown in Figure 5 are used for each label updated by the program. Depending on the partitioning strategy, Gluon uses reduce, broadcast, or both.

The functions in the reduce and broadcast structures specify how to access data that must be synchronized (there are also bulk-variants for GPUs). Broadcast has two main functions:

- **Extract**: Masters call this function to extract their node field values from the local graph to broadcast them to mirrors.
- **Set**: Mirrors call this function to update their node field values in the local graph to the canonical value received from masters.

Reduce has three main functions:

- **Extract**: Mirrors call this function to extract their node field values from the local graph to communicate them to the master.
- **Reduce**: Masters call this function to combine the partial values received from the mirrors to their node field values in the local graph.
- **Reset**: Mirrors call this function to reset their node field values in the local graph to the identity-value of the reduction operation for the next round.

Note that the application code does not depend on the particular partitioning strategy used by the programmer. Instead, Gluon composes the optimized communication pattern from the information in the sync call and its knowledge of the communication requirements of the particular partitioning strategy requested by the programmer. This permits programmers to explore a variety of partitioning strategies just by changing command-line flags, which permits autotuning.

The approach described in this section decouples the computation from communication, which enables the computation to run on any device or engine using any scheduling strategy. For each compute engine (Ligra, Galois, and IrGL), the broadcast and reduction structures can be supported through application-agnostic preprocessor templates. Each application only needs to identify the field(s) to synchronize, the reduction operation(s), and the point(s) at which to synchronize. This can be identified by statically analyzing the operator (e.g., edgeMap() in Ligra, do_all() in Galois, Kernel

```c
struct ReduceDist { /* Reduce struct */
  static unsigned extract(unsigned localNodeID) {
    return dist[localNodeID];
  }
  static bool reduce(unsigned localNodeID, unsigned y) {
    if (y < dist[localNodeID]) { /* min operation */
      dist[localNodeID] = y;
      return true;
    }
    return false;
  }
  static void reset(unsigned localNodeID) {
    /* no-op */
  }
};

struct BroadcastDist { /* Broadcast struct */
  static unsigned extract(unsigned localNodeID) {
    return dist[localNodeID];
  }
  static void set(unsigned localNodeID, unsigned y) {
    dist[localNodeID] = y;
  }
};
```

Figure 5. Gluon synchronization structures: sssp (D-Ligra).

the next round. Therefore, only the broadcast synchronization pattern is required. This is the halo exchange pattern used in distributed-memory finite-difference codes.

- **OEC**: Only the master of a node has outgoing edges. At the end of the round, the values pushed to the mirrors are combined to produce the final result on the master, and the values on the mirrors can be reset to the (generalized) zero of the reduction operation for the next round. Therefore, only the reduce synchronization pattern is required.

```c
void Compute(...) { /* Main computation loop */
... /* setup initial local-frontier */
do {
  edgeMap(LigraGraph, LocalFrontier, SSSP(dist), ...);
  Gluon.sync<WriteAtDestination, ReadAtSource, ReduceDist, BroadcastDist>(LocalFrontier);
  /* update local-frontier for next iteration */
} while (LocalFrontier is non-zero on any host);
}
```

Figure 4. Ligra plugged in with Gluon: sssp (D-Ligra).
4 Exploiting Temporal Invariance to Optimize Communication

The optimizations in Section 3 exploit properties of the operator and partitioning strategy to reduce the volume of communication for synchronizing the proxies of a single node in the graph. In general, there are many millions of nodes whose proxies need to be synchronized in each round. In this section, we describe two optimizations for reducing overheads when performing this mass communication. The first optimization, described in Section 4.1, permits proxy values to be exchanged between hosts without sending the global-IDs of nodes. The second optimization, described in Section 4.2, tracks updates to proxies and avoids sending proxy values that have not changed since the previous round.

4.1 Memoization of Address Translation

As described in Section 3, synchronizing proxies requires sending values from mirrors to masters or vice versa. Mirrors and masters are on different hosts, so the communication needed for this is handled in current systems by sending node global-IDs along with values. Consider Figure 2(b): if host h1 needs to send host h2 the labels on the mirrors for nodes B and F in its local memory, it sends the global-IDs B and F along with these values. At the receiving host, these global-IDs are translated into local-IDs (in this case, 1 and 3), and the received values are assimilated into the appropriate places in the local memory of that host.

This approach has both time and space overheads: communication volume and time increase because the global-IDs are sent along with values, and computational overhead increases because of the translation between global and local-IDs. To reduce these overheads, Gluon implements a key optimization called memoization of address translation that eliminates the sending of global-IDs as well as the translation between global and local-IDs.

In Gluon, as in existing distributed-memory graph analytics systems, graph partitions and the assignment of partitions to hosts do not change during the computation. Gluon exploits this temporal invariance of partitions as follows. Before the computation begins, Gluon establishes an agreement between pairs of hosts (h1, h2) that determines which proxies on h1 will send values to h2 and the order in which these values will be packed in the message.

This high-level idea is implemented as follows. We use Figure 6, which shows the memoization of address translation for the partitions in Figure 2, to explain the key ideas.

4.2 Encoding of Metadata for Updated Values

In BSP-style execution of graph analytics algorithms, each round usually updates labels of only a small subset of graph nodes. For example, in the first round of bfs, only the neighbors of the source node have their labels updated. An important optimization is to avoid communicating the labels of nodes that have not been updated in a given round. If global-IDs are sent along with label values as is done in existing systems, this optimization is easy to implement. If, however, the memoization optimization described in Section 4.1 is used, it is not clear how to send only the updated values in a round since receivers will not know which nodes these values belong to.
After computation

<table>
<thead>
<tr>
<th>Host h1</th>
<th>Send to h2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel Gather</td>
<td>Parallel Scatter</td>
</tr>
<tr>
<td>( \forall i, \text{select}(\text{offsets}[i]) \Rightarrow \text{selected}[i] )</td>
<td>( \forall i, \text{select}[i] \Rightarrow \text{scatter}[i] )</td>
</tr>
<tr>
<td>( 3j, \text{gather}(j) = \text{array}(\text{offsets}[j]) )</td>
<td>( 3j, \text{array}[\text{offsets}[j]] \Rightarrow \text{scatter}[j] )</td>
</tr>
<tr>
<td>( n_j = \text{prefixSum}(\text{selected}, i) )</td>
<td>( n_j = \text{prefixSum}(\text{select}, i) )</td>
</tr>
</tbody>
</table>

Figure 6. Memoization of address translation for the partitions in Figure 2.

Figure 7. Communication from host \( h_1 \) to \( h_2 \) after second round of BFS algorithm with source A on the OEC partitions in Figure 2.

One way to track the node labels that have changed is to keep a shadow copy of it in the communication runtime and compare the original against it to determine if the label has changed. To be more space efficient, Gluon requires the shared-memory runtime to provide a field-specific bit-vector that indicates which nodes’ labels have changed. This is passed to the synchronization call to Gluon (e.g., in Figure 4, LocalFrontier in line 18).

To illustrate this idea, we consider a level-by-level BFS algorithm on the partitions in Figure 2 with source A. Since these are OEC partitions, the mirrors need to be reduced to the master after each round (described in Section 3.2). In the first round, host \( h_1 \) updates the labels of \( B \) and \( F \) to 1. There is nothing to communicate since those nodes are not shared with \( h_2 \). After the second round, \( h_1 \) updates \( C, G, \) and \( E \) to 2. The updates to \( C \) and \( G \) need to be synchronized with \( h_2 \).

In the top left of Figure 7, host \( h_1 \) has the updated labels with its bit-vector indicating which local labels changed in the second round and the mirrors of \( h_2 \) from memoization (Figure 6). Instead of gathering all mirrors, only the mirrors that are set in the bit-vector are selected and gathered. Out of 5, 6, and 7 (\( C, G, \) and \( J \), respectively), only 5 and 6 are set in the bit-vector. This yields the updates array of 2 and 2 shown in the top right. In addition, a bit-vector is determined which indicates which of the mirrors were selected. The bitvec_updates shows that mirror 0 and 1 (0-indexed) were selected from the mirrors. This bit-vector is sent along with the updates to \( h_2 \).

In the bottom left of Figure 7, host \( h_2 \) has the labels after the second round of computation and the masters of \( h_1 \) from memoization (Figure 6). It also has the bit-vector and the updates received from \( h_1 \). The bit-vector is used to select the masters, and the updates are scattered to the labels of those masters. Since 0 and 1 indices are set in the bit-vector, local-IDs 2 and 4 are selected, and their labels are updated with 2 and 2 respectively, yielding the updated labels shown on the bottom right.

When updates are very dense, sending all the labels of the mirrors or masters can obviate the need for the bit-vector metadata since most labels will be updated. To illustrate for the current running example, an array of 22 \( \infty \) would be sent to \( h_2 \), and \( h_2 \), using its masters array, can correctly scatter them to the \( C, G, \) and \( J \). In cases when the updates are very sparse, sending just indices of the selected mirrors or masters instead of the bit-vector can further reduce the size of the metadata. If indices are sent for the example considered, an indices array of 0 and 1 is sent instead of the bit-vector 110. The indices are then used by the receiver to select the masters.

Gluon has the different modes described above to encode the metadata compactly. Simple rules to select the mode are as follows:

- When the updates are dense, do not send any bit-vector metadata, but send labels of all mirrors or masters.
- When the updates are sparse, send bit-vector metadata along with updated values.
- When the updates are very sparse, send the indices along with the updated values.
- When there are no updates, send an empty message.

The number of bits set in the bit-vector is used to determine which mode yields the smallest message size. A byte in the sent message indicates which mode was selected. Neither the
rules nor the modes are exhaustive. Other compression or encoding techniques could be used to represent the bit-vector as long as they are deterministic (and sufficiently parallel).

5 Experimental Results

Gluon can use either MPI or LCI [20] for message transport between hosts, as shown in Figure 1. We use LCI in our evaluation. To evaluate Gluon, we interfaced it with the Ligra [62], Galois [53], and IrGL [55] shared-memory graph analytics engines to build three distributed-memory graph analytics systems that we call D-Ligra, D-Galois, and D-IrGL respectively. We compared the performance of these systems with that of Gunrock [56], the state-of-the-art single-node multi-GPU graph analytics system, and Gemini [75], the state-of-the-art distributed-memory CPU-only graph analytics system (the Gemini paper shows that their system performs significantly better than other systems in this space such as PowerLyra [17], PowerGraph [23], and GraphX [72]).

We describe the benchmarks and experimental platforms (Section 5.1), graph partitioning times (Section 5.2), the performance of all systems at scale (Section 5.3), experimental studies of the CPU-only systems (Sections 5.4), and experimental studies of the GPU-only systems (Section 5.5). Section 5.6 gives a detailed breakdown of the performance impact of Gluon’s communication optimizations.

5.1 Experimental Setup, Benchmarks, and Input Graphs

All CPU experiments were conducted on the Stampede KNL Cluster (Stampede2) [64] at the Texas Advanced Computing Center [6], a distributed cluster connected through Intel Omni-Path Architecture (peak bandwidth of 100Gbps). Each node has a KNL processor with 68 1.4 GHz cores running four hardware threads per core, 96GB of DDR4 RAM, and 16GB of MC-DRAM. We used up to 256 CPU hosts. Since each host has 272 hardware threads, this allowed us to use up to 69632 threads. All code was compiled using g++ 7.1.0.

GPU experiments were done on the Bridges [54] supercomputer at the Pittsburgh Supercomputing Center [5, 65], another distributed cluster connected through Intel Omni-Path Architecture. Each machine has 2 Intel Haswell CPUs with 14 cores each and 128 GB DDR4 RAM, and each is connected to 2 NVIDIA Tesla K80 dual-GPUs (4 GPUs in total with) with 24 GB of DDR5 memory (12 GB per GPU). Each GPU host uses 7 cores and 1 GPU (4 GPUs share a single physical node). We used up to 64 GPUs. All code was compiled using g++ 6.3.0 and CUDA 9.0.

Our evaluation uses programs for breadth-first search (bfs), connected components (cc), pagerank (pr), and single-source shortest path (sssp). In D-Galois and D-IrGL, we implemented a pull-style algorithm for pagerank and push-style data-driven algorithms for the rest. Both push-style and pull-style implementations are available in D-Ligra due to Ligra’s direction optimization. The source nodes for bfs and sssp are the maximum out-degree node. The tolerance for pr is 10⁻⁹ for rmat26 and 10⁻⁶ for the other inputs. We run pr for up to 100 iterations; all the other benchmarks are run until convergence. Results presented are for a mean of 3 runs.

Table 1 shows the properties of the six input graphs we used in our studies. Three of them are real-world web-crawls: the web data commons hyperlink graph [47, 48], wdc12, is the largest publicly available dataset; clueweb12 [9, 10, 59] is another large publicly available dataset; twitter40 [36] is a smaller dataset. rmat26, rmat28, and kron30 are randomized synthetically generated scale-free graphs using the rmat [16] and kron [40] generators (we used weights of 0.57, 0.19, 0.19, and 0.05, as suggested by graph500 [1]).

5.2 Graph Partitioning Policies and Times

We implemented the four high-level partitioning strategies described in Section 3.1, using particular policies to assign edges to hosts for each one. For OEC and IEC, we implemented a chunk-based edge-cut [75] that partitions the node into contiguous blocks while trying to balance outgoing and incoming edges respectively. For CVC, we implemented a 2D graph partitioning policy [11]. For UVC, we implemented a hybrid vertex-cut (HVC) [17]. While Gluon supports a variety of partitioning policies, evaluating different partitioning policies in Gluon is not the focus of this work, so we experimentally determined good partitioning policies for the Gluon-based systems. For bfs, pr, and sssp using D-IrGL on clueweb12, we used the OEC policy. In all other cases, for D-Ligra, D-Galois, and D-IrGL, unless otherwise noted, we used the CVC policy since it performs well at scale. Note that Gemini and Gunrock support only outgoing edge-cuts.

Table 2 shows the time to load the graph from disk, partition it (which uses MPI), and construct the in-memory representation on 32 hosts and 256 hosts for D-Ligra, D-Galois, and Gemini. For comparison, we also present the time to load and construct small graphs on a single host for Ligra, Galois, and Gemini. Partitioning the graph on more hosts may increase inter-host communication, but it also increases the total disk bandwidth available, so the total graph construction time on 256 hosts for rmat28 is better than the total graph construction time on 1 host for all systems. Similarly, the graph construction time on 256 hosts is better than that

<table>
<thead>
<tr>
<th>Graph</th>
<th>V</th>
<th>E</th>
<th>max D_{out}</th>
<th>max D_{in}</th>
</tr>
</thead>
<tbody>
<tr>
<td>rmat26</td>
<td>67M</td>
<td>1,074M</td>
<td>238M</td>
<td>18,211</td>
</tr>
<tr>
<td>twitter40</td>
<td>41.6M</td>
<td>1,468M</td>
<td>2,999M</td>
<td>0.77M</td>
</tr>
<tr>
<td>rmat28</td>
<td>268M</td>
<td>4,295M</td>
<td>4M</td>
<td>0.3M</td>
</tr>
<tr>
<td>kron30</td>
<td>1,073M</td>
<td>10,791M</td>
<td>3.2M</td>
<td>3.2M</td>
</tr>
<tr>
<td>clueweb12</td>
<td>978M</td>
<td>42,574M</td>
<td>7,447</td>
<td>75M</td>
</tr>
<tr>
<td>wdc12</td>
<td>3,563M</td>
<td>128,736M</td>
<td>55,931</td>
<td>95M</td>
</tr>
</tbody>
</table>

Table 1. Inputs and their key properties.

---

2Dang et al. [20] show the benefits of LCI over MPI for graph analytics.
3The Abelian system used in [20] is another name for D-Galois.
Table 2. Graph construction time (sec): time to load the graph from disk, partition it, and construct in-memory representation.

<table>
<thead>
<tr>
<th>1 host</th>
<th>rmat26</th>
<th>twitter40</th>
<th>rmat28</th>
<th>32 hosts</th>
<th>rmat28</th>
<th>kron30</th>
<th>clueweb12</th>
<th>256 hosts</th>
<th>rmat28</th>
<th>kron30</th>
<th>clueweb12</th>
<th>wdc12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ligra</td>
<td>271.6</td>
<td>158.3</td>
<td>396.9</td>
<td>D-Ligra</td>
<td>70.6</td>
<td>257.4</td>
<td>728.6</td>
<td>D-Ligra</td>
<td>68.6</td>
<td>244.4</td>
<td>600.8</td>
<td>D-Ligra</td>
</tr>
<tr>
<td>Galois</td>
<td>64.9</td>
<td>51.8</td>
<td>123.9</td>
<td>D-Galois</td>
<td>328.0</td>
<td>1217.4</td>
<td>1539.0</td>
<td>D-Galois</td>
<td>63.5</td>
<td>225.7</td>
<td>396.2</td>
<td>Gemini</td>
</tr>
<tr>
<td>Gemini</td>
<td>854.3</td>
<td>893.5</td>
<td>3084.7</td>
<td>Gemini</td>
<td>328.0</td>
<td>1217.4</td>
<td>1539.0</td>
<td>Gemini</td>
<td>231.0</td>
<td>921.8</td>
<td>1247.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Fastest execution time (sec) of all systems using the best-performing number of hosts: distributed CPUs on Stampede and distributed GPUs on Bridges (number of hosts in parenthesis; "-" means out-of-memory; "X" means crash).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Input</th>
<th>CPUs</th>
<th>GPUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ligra</td>
<td>rmat28</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Galois</td>
<td>kron30</td>
<td>1.6</td>
<td>1.2</td>
</tr>
<tr>
<td>Gemini</td>
<td>clueweb12</td>
<td>65.3</td>
<td>10.8</td>
</tr>
<tr>
<td></td>
<td>wdc12</td>
<td>1995.3</td>
<td>X</td>
</tr>
<tr>
<td>Ligra</td>
<td>rmat28</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>Galois</td>
<td>kron30</td>
<td>2.7</td>
<td>2.5</td>
</tr>
<tr>
<td>Gemini</td>
<td>clueweb12</td>
<td>52.3</td>
<td>30.2</td>
</tr>
<tr>
<td></td>
<td>wdc12</td>
<td>176.6</td>
<td>23.8</td>
</tr>
<tr>
<td>Ligra</td>
<td>rmat28</td>
<td>19.7</td>
<td>21.6</td>
</tr>
<tr>
<td>Galois</td>
<td>kron30</td>
<td>74.2</td>
<td>70.9</td>
</tr>
<tr>
<td>Gemini</td>
<td>clueweb12</td>
<td>821.1</td>
<td>215.1</td>
</tr>
<tr>
<td></td>
<td>wdc12</td>
<td>663.1</td>
<td>X</td>
</tr>
<tr>
<td>Ligra</td>
<td>rmat28</td>
<td>2.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Galois</td>
<td>kron30</td>
<td>3.1</td>
<td>2.3</td>
</tr>
<tr>
<td>Gemini</td>
<td>clueweb12</td>
<td>112.5</td>
<td>15.8</td>
</tr>
<tr>
<td></td>
<td>wdc12</td>
<td>2985.9</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 4. Execution time (sec) on a single node of Stampede ("-" means out-of-memory).

<table>
<thead>
<tr>
<th>Input</th>
<th>Benchmark</th>
<th>bfs</th>
<th>cc</th>
<th>pr</th>
<th>ssp</th>
</tr>
</thead>
<tbody>
<tr>
<td>twitter40</td>
<td>rmat28</td>
<td>2.75</td>
<td>175.67</td>
<td>2.60</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17.56</td>
<td>542.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rmat28</td>
<td>cc</td>
<td>2.75</td>
<td>175.67</td>
<td>2.60</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>pr</td>
<td>2.75</td>
<td>175.67</td>
<td>2.60</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>ssp</td>
<td>2.75</td>
<td>175.67</td>
<td>2.60</td>
<td>0.77</td>
</tr>
</tbody>
</table>

on 32 hosts. D-Ligra and D-Galois use the Gluon partitioner but construct different in-memory representations, so there is a difference in their times. Both systems are faster than Gemini, which uses the simpler edge-cut partitioning policy. On 128 and 256 hosts, the replication factor (average number of proxies per vertex) in Gemini’s partitions for different inputs vary from ~4 to 25 while the replication factor in Gluon’s partitions (CVC) is smaller and varies from ~2 to 8. This is experimental evidence that Gluon keeps the replication factor relatively low compared to Gemini.

Table 5. Fastest execution time (sec) of all systems using the best-performing number of hosts: distributed CPUs on Stampede and distributed GPUs on Bridges (number of hosts in parenthesis; "-" means out-of-memory; "X" means crash).

5.3 Best Performing Versions

Table 3 shows the execution times of all systems considering their best performance using any configuration or number of hosts across the platforms on all graphs, except the small graphs rmat26 and twitter40 (Gunnork runs out of memory for all other graphs). The configuration or number of hosts that yielded the best execution time is included in parenthesis (it means that the system did not scale beyond that). D-Galois clearly outperforms Gemini, and it can run large graphs like wdc12, which Gemini cannot. D-Ligra does not perform well on very large graphs like clueweb12 and wdc12. For the other graphs, D-Ligra performs better than Gemini. For graphs that fit in 64 GPUs, D-IrGL not only outperforms Gemini but also is generally comparable or better than D-Galois using up to 256 CPUs. We attribute this to the compute power of GPUs and their high memory bandwidth.

Comparing the best-performing configurations on different systems, we see that D-Ligra, D-Galois, and D-IrGL give a geometric speedup of ~2x, ~3.9x, and ~4.9x over Gemini, respectively. These results show that the flexibility and support for heterogeneity in Gluon do not come at the expense of performance compared to the state-of-the-art.

5.4 Strong Scaling of Distributed CPU Systems

We first consider the performance of different systems on a single host using twitter40 and rmat28, which fit in the memory of one host. The goal of this study is to understand the overheads introduced by Gluon on a single host compared to shared-memory systems like Ligra (March 19, 2017 commit) and Galois (v4.0).

Table 4 shows the single-host results. Note that we used the implementations in the Lonestar [4] benchmark suite (v4.0) for Galois, which may not be vertex programs and may use asynchronous execution. D-Galois uses bulk-synchronous vertex programs as do Ligra and other existing distributed graph analytical systems. Ligra and Gemini use a direction-optimizing algorithm for bfs, so they outperform both Galois and D-Galois for bfs. The algorithms in Lonestar and D-Galois have different trade-offs; e.g., Lonestar cc uses pointer-jumping which is optimized for high-diameter graphs while D-Galois uses label-propagation which is better for low-diameter graphs. The main takeaway from this table is that
D-Galois and D-Ligra are competitive with Lonestar-Galois and Ligra respectively for power-law graphs on one host for all benchmarks, which illustrates that the overheads introduced by the Gluon layer are small.

Figure 8(a) compares the strong scaling of D-Ligra, D-Galois, and Gemini up to 256 hosts. The first high-level point is that for almost all applications, input graphs, and numbers of hosts, D-Galois performs better than Gemini. The second high-level point is that Gemini generally does not scale beyond 16 hosts for any benchmark and input combination. In contrast, D-Ligra and D-Galois scale well up to 256 hosts in most cases. D-Galois on 128 hosts yields a geometric speedup of \( \sim 1.7 \times \) over itself on 32 hosts.

For the most part, D-Ligra and D-Galois perform similarly for rmat28 and kron30 on all applications and number of hosts. However, their performance for very large graphs are significantly different. D-Ligra performs level-by-level bfs, cc, and sssp in which updates to labels of vertices in the current round are only visible in the next round; in contrast, D-Galois propagates such updates in the same round within the same host (like chaotic relaxation in sssp). Consequently, for these algorithms, D-Ligra has 2 – 4 times more rounds and synchronization (implicit) barriers, resulting in much more communication overhead. These results suggest that for large-scale graph analytics, hybrid solutions that use round-based algorithms across hosts and asynchronous algorithms within hosts might be the best choice.

Since the execution time of distributed-memory graph analytics applications is dominated by communication time, we measured the bytes sent from one host to another to understand the performance differences between the systems. Figure 8(b) shows the total volume of communication. The main takeaway here is that D-Ligra and D-Galois, which are both based on Gluon, communicate similar volumes of data. Since D-Galois updates vertices in the same round (in an asynchronous manner), it sends more data than D-Ligra for
Table 5. Execution time (sec) on a single node of Bridges with 4 K80 GPUs (“-“ means out-of-memory).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>bfs</th>
<th>cc</th>
<th>pr</th>
<th>sssp</th>
<th>bfs</th>
<th>cc</th>
<th>pr</th>
<th>sssp</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-IrGL(OEC)</td>
<td>-</td>
<td>1.8</td>
<td>51.46</td>
<td>1.42</td>
<td>0.88</td>
<td>1.46</td>
<td>37.37</td>
<td>2.26</td>
</tr>
<tr>
<td>D-IrGL(OEC)</td>
<td>3.61</td>
<td>5.72</td>
<td>55.72</td>
<td>4.13</td>
<td>1.03</td>
<td>1.57</td>
<td>62.81</td>
<td>1.99</td>
</tr>
<tr>
<td>D-IrGL(IEC)</td>
<td>0.72</td>
<td>7.88</td>
<td>7.65</td>
<td>0.84</td>
<td>0.73</td>
<td>1.55</td>
<td>35.03</td>
<td>1.44</td>
</tr>
<tr>
<td>D-IrGL(HVC)</td>
<td>0.82</td>
<td>1.53</td>
<td>8.54</td>
<td>0.95</td>
<td>1.08</td>
<td>1.58</td>
<td>43.35</td>
<td>2.04</td>
</tr>
<tr>
<td>D-IrGL(CVC)</td>
<td>2.11</td>
<td>4.22</td>
<td>46.91</td>
<td>2.24</td>
<td>0.87</td>
<td>1.39</td>
<td>46.86</td>
<td>2.32</td>
</tr>
</tbody>
</table>

Figure 9. Strong scaling (log-log scale) of D-IrGL on the Bridges supercomputer (4 K80 GPUs share a physical node).

bfs on clueweb12. Both D-Ligra and D-Galois send an order of magnitude less data than Gemini due to the communication optimizations in Gluon and the more flexible partitioning strategies supported by this system. The only exception is pr on clueweb12. In this case, D-Galois outperforms Gemini because CVC sends fewer messages and has fewer communication partners than the edge-cut on Gemini even though the communication volume is greater. Thus, D-Galois is an order of magnitude faster than Gemini on 128 or more hosts.

5.5 Strong Scaling of Distributed GPU System

Gluon enables us to build D-IrGL, which is the first multi-node, multi-GPU graph analytics system. We first evaluate its single-node performance by comparing it with Gunrock (March 11, 2018 commit), the state-of-the-art single-node multi-GPU graph analytics system, for rmat26 and twitter40 (Gunrock runs out-of-memory for rmat28 or larger graphs) on a platform with four GPUs sharing a physical node. Like other existing multi-GPU graph analytical systems [8, 74], Gunrock can handle only outgoing edge-cuts. We evaluated D-IrGL with the partitioning policies described in Section 5.2. Table 5 shows the results. Although Gunrock performs better than D-IrGL using OEC in most cases, D-IrGL outperforms Gunrock by using more flexible partitioning policies. Considering the best-performing partitioning policy, D-IrGL gives a geometric speedup of 1.6x over Gunrock.

Figure 9 shows the strong scaling of D-IrGL. For rmat28, D-IrGL on 64 GPUs yields a geometric speedup of ~6.5x over that on 4 GPUs. The key takeaway is that Gluon permits D-IrGL to scale well like Gluon-based CPU systems.

5.6 Analysis of Gluon’s Communication Optimizations

To understand the impact of Gluon’s communication optimizations, we present a more detailed analysis of D-Galois on 128 KNL nodes of Stampede for clueweb12 using CVC and OEC, D-IrGL on 16 GPUs of Bridges for rmat28 using CVC and IEC, and D-IrGL on 4 GPUs of Bridges for twitter40 using CVC and IEC. Figure 10 shows their execution time with several levels of communication optimization. In UNOPT, optimizations that exploit structural invariants (Section 3) and temporal invariance (Section 4) are disabled. Optimizations exploiting structural invariants and optimizations exploiting temporal invariance are enabled in OSI and OTI, respectively, while OSTI is the standard Gluon system with both turned on. Each bar shows the breakdown into computation time and communication time, and within each bar, we show the communication volume. We measured the communication time of each round on each host, take the maximum across hosts in each round, and sum them over rounds, which is reported as the (maximum) computation time in Figure 10. The rest of the execution time is reported as the (non-overlapping) communication time. As a consequence, the load imbalance would be incorporated in the computation time.

We evaluated the different OEC policies in Gunrock and chose the best performing one for each benchmark and input (mostly, random edge-cut).

Just for the cases of bfs on clueweb12 and twitter40 are too small while clueweb12 and wdc12 are too large to fit on fewer GPUs. Missing point indicates out-of-memory.

In these D-IrGL experiments, we introduce cudaDeviceSynchronize(), after each computation kernel, to measure computation time precisely, so OSTI results for D-IrGL might differ slightly from that of the standard D-IrGL.

128 and 256 hosts, both D-Galois and D-Ligra are relatively well balanced with the overhead value being less than ~2.5.
The first high-level observation is that, as expected, communication time is usually a significant portion of the overall execution time in all benchmarks even with all communication optimizations enabled. For cc and pr for clueweb12 on 128 KNL nodes, the computation time seems to be more than the communication time, but this is due to the load imbalance in those applications as explained earlier. The second high-level observation is that OTI has a significant impact...
on reducing communication volume. UNOPT sends 32-bit global-IDs along with the data, which is 32-bit in all cases. In OTI, memoization permits Gluon to send a bit-vector instead of global-IDs, reducing the communication volume by ∼2×. UNOPT also has the time overhead of translating to and from global-IDs during communication; this has more impact on the GPUs since this is done on the host CPU. OSI plays a significant role in reducing communication costs too. On 128 hosts using the CVC policy, UNOPT results in broadcasting updated values to at the most 22 hosts while OPT broadcasts it to at the most 7 hosts only. The overhead of these optimizations (memoization) is small: the mean runtime overhead is ∼4% of the execution time, and the mean memory overhead is ∼0.5%. Due to these optimizations, OSTI yields a geomean speedup of ∼2.6× over UNOPT.

5.7 Discussion
Systems like Gemini or Gunrock can be interfaced with Gluon to improve their communication performance. Although Gluon supports heterogeneous devices, we do not report distributed CPUs+GPUs because the 4 GPUs on a node on Bridges outperform the CPU by a substantial margin. Nonetheless, Gluon enables plugging-in IrGL and Ligra or Galois to build distributed, heterogeneous graph analytics systems in which the device-optimized computation engine can be chosen at runtime.

6 Related Work

Shared-memory CPU and single-GPU systems. Galois [25, 53, 58], Ligra [62], and Polymer [73] are state-of-the-art graph analytics frameworks for multi-core NUMA machines which have been shown to perform much better than existing distributed graph analytics systems when the graph fits in the memory of a node [44]. Gluon is designed to scale out these efficient shared-memory systems to distributed-memory clusters. As shown in Table 3, Gluon scales out Ligra (D-Ligra) and Galois (D-Galois) to 256 hosts. Single-GPU frameworks [24, 26, 28, 34, 55, 69] and algorithm implementations [14, 45, 49–51] have shown that the GPU can be efficiently utilized for irregular computations.

Single-node multi-GPUs and heterogeneous systems. Several frameworks or libraries exist for graph processing on multiple GPUs [8, 21, 46, 56, 74] and multiple GPUs with a CPU [18, 22, 41]. Groute [8] is asynchronous; the rest of them use BSP-style synchronization. The most important limitation of these systems is that they are restricted to a single machine, so they cannot be used for clusters in which each machine is a multi-GPU system. This limits the size of graphs that can be run on these systems. In addition, they only support outgoing edge-cut partitions. D-IrGL is the first system for graph analytics on clusters of multi-GPUs.

Distributed in-memory systems. Many systems [2, 13, 17, 23, 27, 29, 30, 33, 38, 43, 52, 68, 70–72, 75] exist for distributed CPU-only graph analytics. All these systems are based on variants of the vertex programming model. Gemini [75] is the state-of-the-art, but it does not scale well since it does not optimize the communication volume like Gluon is able to, as seen in Figure 8. Moreover, computation is tightly coupled with communication in most of these systems, precluding them from using existing efficient shared-memory systems as their computation engine. Some of them like Gemini and LFGraph [29] only support edge-cut partitioning policies, but as we see in our evaluation, vertex-cut partitioning policies might be needed to scale well. Although the others handle unconstrained vertex-cuts, they do not optimize communication using structural or temporal invariants in the partitioning. Gluon’s communication optimizations can be used in all these systems to build faster systems.

Out-of-core systems. Many systems [35, 37, 42, 60, 61, 76] exist for processing graphs directly from secondary storage. GTS [35] is the only one which executes on GPUs. Chaos [60] is the only one which runs on a distributed cluster. Although they process graphs that do not fit in memory, their solution is orthogonal to ours.

Graph partitioning. Gluon makes the design space of existing partitioning policies [7, 11, 12, 15, 17, 23, 31, 32, 39, 57, 63, 66] easily available to the graph applications. Cartesian vertex-cut is a novel class of partitioning policies we identified that can reduce the communication volume and time over more general vertex-cut partitioning policies.

7 Conclusions
This paper described Gluon, a communication-optimizing substrate for distributed graph analytics that supports heterogeneity in programming models, partitioning policies, and processor types. Gluon can be used to scale out existing shared-memory CPU or GPU graph analytical systems. We show that such systems outperform the state-of-the-art. The communication optimizations in Gluon can also be used in existing distributed-memory systems to make them faster. The source code for Gluon, D-Galois, and D-IrGL are publicly available along with Galois v4.0 [3].
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