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 The way we see the world is shaped by our personal context.

* |n this talk - Inspect ML research by ML models



Research is SGD
in a chaotic landscape



(a) without skip connections (b) with skip connections

Figure 1: The loss surfaces of ResNet-56 with/without skip connections.

Figure borrowed from: “Visualizing the Loss Landscape of Neural Nets”, Li, Xu, Taylor, Goldstein, NeurIPS 2018
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(a) without skip connections (b) with skip connections

. - . . Research
FigureT—Thetoss—surfaces—of ResNet-56-with/without-skip—conneetions—
landscape?

Figure borrowed from: “Visualizing the Loss Landscape of Neural Nets”, Li, Xu, Taylor, Goldstein, NeurIPS 2018



Research is SGD in the landscape
your initialization

your gradient
descent

“da,



Research is SGD in the landscape

you may hypothesize
what you’ve not seen

this is what
you can see



Research is SGD in the landscape

large Ir:
high risk,
failure

this is what

. you Can see
Research is about:

* risk taking
* bias/var tradeoff
* explore vs. exploit large Ir: small Ir:
high risk, low risk,
high return low return
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your own
research

Community SGD

the bigger picture

Figure borrowed from: “Visualizing the Loss Landscape of Neural Nets”, Li, Xu, Taylor, Goldstein, NeurlPS 2018



your own
research

Community SGD

the bigger picture

Figure borrowed from: “Visualizing the Loss Landscape of Neural Nets”, Li, Xu, Taylor, Goldstein, NeurlPS 2018



Community SGD, a longer time frame

88 ) eccarch .
() hext frontier

Figure borrowed from: “Visualizing the Loss Landscape of Neural Nets”, Li, Xu, Taylor, Goldstein, NeurlPS 2018



Research is SGD in a chaotic landscape

* Noisy and uncertain

e Large vs. smalllr

* Exploration vs. exploitation

e Stand on the shoulders of giants



ML concerns ‘Expectation’;
Research looks for ‘Surprise’



ML concerns ‘Expectation’
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A “Generative Model” Perspective
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A “Generative Model” Perspective

“within expectation”
“within expectation”
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A “Generative Model” Perspective

“within expectation”
“within expectation”
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“surprise”: “what if?”:
unexpected attempt novel possibility
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Research looks for ‘Surprise’

known facts
common wisdom

Research

ideas bservations



Research looks for ‘Surprise’

known facts
common wisdom

Research
’ ideas - bservations
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“surprise”: “what if?”:

unexpected attempt novel possibility



Research looks for ‘Surprise’

* Challenging common wisdom
* Extending the horizon of knowledge

e “Surprise” will become new “expectation”; repeat

* Research is SGD, w/ large or small Ir



Future is the Real Test Set



Generalization: At the Core of ML
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Generalization: At the Core of ML
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Generalization: At the Core of ML

you
what sreur-models
\ haven’t seen ~val/ t@

what your-models-

have seen

Ctrains

b
——

comchxitg

loss A




Future is the Real Test Set

train set of test set of
past  your research now your research future
— —aP— =
— — — -
what you have seen what you haven’t seen
e your “train/val/test” data * new data
e your config * new config
* your use cases * nNew use cases

°* your context ° new context



Future is the Real Test Set

Reduce “overfitting” of your research
e Lessis More - Occam's Razor

* Validate your research on real “val” scenarios
* Predict your experiments’ outcome before running them
* You know what’s “post-hoc” and “pre-hoc”

* Focus on the “future”
* Your “state-of-the-art” is about the past
* Help the community to achieve the next “sota”



On the Scaling Laws
of ML Research



Deep Blue, 1997 - first to beat
humans in chess

e “Supercomputer”

30 CPUs
e 480 custom “chess chips”

AT

Today - phones can easily beat
human grandmasters (actually, 15

years ago)




ResNet, 2015

 >1 month to train (8x K80 GPUs)
ResNet, 2020

* <1 min to train (1000’s A100 GPUs)

NVIDIA DGX SUPERPOD SETS ALL 8 AT SCALE Al RECORDS
Under 18 Minutes To Train Each MLPerf Benchmark

0.6 (480 A100) Time to Train (Lower is Better) = NVIDIA A100
Translation (Non-recurrent) Transformer [% Commercially Available Solutions NVIDIA V100

0.7 (1024 A100)
Translation (Recurrent) GNMT m Google TPUv3
0.8 (1840 A100) Huawei Ascend
Image Classification ResNet-50 v.1.5 28.7 (16 TPUV3)
—

0.8 (1024 A100)
Object Detection (Light Weight) SSD

56.7
0.8 (2048 A100) (16 TPUV3)

NLP BERT

3.3 (8 A100)
Recommendation DLRM

10.5 (256 A100)
Object Detection (Heavy Weight) Mask R-CNN

17.1 (1792 A100)

15 20 25 35 40
Time to Train (Minutes)

X = No result submitted



People used to call them “big models”:
* AlexNet (2012): 60-million parameters
 ResNet-50 (2016): 25-million parameters

“Small Language Models (SLM)” today:
e 100-million, 1-billion, 10-billion?
e e.g., “TinyLlama”: 1.1 billion

“Large/Small” should be put into context, of the history



If Moore’s Law persists...

ML research should adapt to the growth of compute

* How to make good use of compute?
* What if our phone can train ChatGPT in 1 day? 1 hour?

* Focus on the “future”
* today’s gigantic models can be future’s daily routine



Case study: Diffusion Models

2015, first Diffusion Model was proposed
* 1000’s of steps at inference --- too heavy?

2019/2020, NCSN/DDPM made work
* 1000’s of steps --- affordable, if they are good

now to next 3 or 5 years:
* scaling models by 1000x? inference steps by 1000x?
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Oa‘PabLLf,tg 2012 Deep Learning
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“classical” ML
(SVM, forests, ...)
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capa buitg 201 g / :@3 Self-supervised

Learning (SSL)

Supervised
Learning (SL)

Yann’s cake

How Much Information is the Machine Given during Learning

P> “Pure” Reinforcement Learning (cherry)
P The machine predicts a scalar reward given once in a
while.

> A few bits for some

P> Supervised Learning (icing)
P The machine predicts a category or a few numbers
for each input

P Predicting human-supplied data
» 10—10,000 bits per sample

P> Self-Supervised Learning (cake génoise)
» The machine predicts any part of its input for any,
observed part.

P Predicts future frames in videos
P Millions of bits per sample

Past, Present, & Future 5
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in general ... what’s good

tomorrow
what’s good

today
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- what’s next? what’s
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- what’s next?
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capability one more thing...
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capability one more thing...
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capability one more thing...
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Takeaways

Research is SGD in a chaotic landscape
Look for ‘surprise’
Thank you!

Future is the real test set

Scalability: Your research vs. Moore’s law



