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Outline

Representation learning on graphs with jumping 
knowledge networks. ICML 2018 

Optimization of graph neural networks: implicit 
acceleration by skip connections and more depth. 

ICML 2021 

GraphNorm: a principled apprach to accelerating 
graph neural networks. ICML 2021



Puzzle of the underperformance of deeper GNNs



Influence function and graph structure

Theorem (XLTSKJ’18) 
Influence distribution of learned node representations of a k-layer 
GCN is equal to that of a k-step random walk distribution.

* Assumption: randomized activation or linearization



Optimal depth with respect to graph structure

XLTSKJ’18 
Optimal depth depends on the subgraph structure (expander vs. tree). 

JK-Net: adaptively select the depth via skip connections.



Theory of GNNs

Expressive Power Generalization 
(interpolation & extrapolation)

Optimization

(Xu et al. 2019, Sato et al 2020, Chen et al 2019, 2020, Maron et 
al 2019, Keriven et al 2019, Loukas 2020, Balcilar et al 2021, 

Morris et al 2020, Azizian et al 2021, Vignac et al 2020)
(Scarselli et al. 2018, Verma et al 2019, Du et al 2019, Garg 

et al 2020, Xu et al 2020, 2021)

Can gradient descent find a global minimum for GNNs? 
What affects the speed of convergence?



Analysis of gradient dynamics

Trajectory of gradient descent (flow) training:

Linearized GNNs with and without skip connections (non-convex):

(Xu et al 2018)



Assumptions for analysis

Linear activation (Saxe et al  2014, Kawaguchi 2016, Arora et al 2018, 2019, Bartlett et al 2019)

Other common assumptions: over-parameterization (e.g. GNTK) 

(Jacot et al  2018, Li & Liang 2018, Du et al 2019, Arora et al 2019, Allen-Zhu et al 2019)

Difference: Convergence to global minimum with NTK assumes 
we can overfit the training data



Global convergence

Theorem (XZJK’21) 
Gradient descent training of a linearized GNN, with or without skip 
connections, converges to a global minimum at a linear rate.

global minimum time-dependent on 
weight matrices

graph



Convergence rate

Without skip connections:

GNN matrix

With skip connections:



Conditions for global convergence

> 0?

Lemma (XZJK’21) 
Time-dependent condition is satisfied if initialization is 
good, i.e., loss is small at initialization.



What affects training speed

graph structure, feature normalization, initialization, 
GNN architecture, labels…



Implicit acceleration

Theorem (XZJK’21) 
GNN training is implicitly accelerated by skip connections, depth, 
and/or a good label distribution.



How depth and labels affect training speed

Deeper GNNs train faster:

Faster if labels are more correlated with graph features:

larger if        more correlated with



Implication for deep GNNs

Node prediction over-smoothing: Deeper GNNs without skip connections 
may not have better global minimum

Deeper GNNs with skip connections is better in terms of optimization 
(1) Guaranteed to have smaller training loss 
(2) Converge faster



Normalization: why BatchNorm is less effective



Normalization on graphs



GraphNorm



GraphNorm accelerates training



GraphNorm improves generalization


