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Abstract-Dimension reduction is the key step of hyperspectral 
image classification. Many techniques have been developed in the 
past years, but our classification experiments show that some 
of these techniques are not robust while others suffer from the 
accuracy and the effectiveness for the classification of hyperspec­
tral data. In this paper, a novel band compression algorithm is 
proposed based on the fusion of segmented principle component 
analysis (SPCA) and linear discriminant analysis (LDA) for 
dimension reduction. We first select the bands independently 
via SPCA and LDA. Theoretical analysis shows that the selected 
bands have little correlation, and therefore, an iterative algorithm 
is adopt to adaptively co-optimizing both the parameter of 
merging SPCA bands and LDA bands, and the classification 
accuracy. Our extensive experiments on two real hyperspectral 
datasets (AVIRIS 1992 Indian pine image and HYDICE image of 
Washington DC Mall), proves that the proposed technique is not 
only robust but offers more classification accuracy than many 
conventional dimension reduction techniques over several well 
known classifiers. 

Index Terms-Hyperspectral data, fusion,image region c1assi­
fication,remote sensing,spectral band compression,aviris. 

I. INTRODUCTION 

The advent of hyperspectral sensors has been the most 
notable event in the field of remote sensing. It offers much 
more information than any other sensor technology in remote 
sensing due to the high spectral resolution and because of 
which it is possible to discriminate a large number of materi­
als [1]. With such high dimensional data, not only does it incur 
high computational cost but also Hughes phenomenon comes 
into play, which means large amount of training samples would 
be required to achieve good classification. Unfortunately, in 
remote sensing, usually it is extremely difficult and expensive 
to label the samples because of which, the training samples 
rarely exist in large numbers. Meanwhile, many bands of 
hyperspectral images are very noisy due to the reflection of 
atmosphere, and have little information about the surface of 
the earth. As a result, dimension reduction, both for reducing 
the computational cost and for removing the noisy bands, is 
the key step to construct a robust and accurate classifier. 

The easiest way to do dimension reduction is to select 
some subset of bands based on some optimal criteria like 
classification accuracy, but this can only be done in case 
of multispectral images with few number of bands. In the 
case of hyperspectral images, the number of bands are very 
high (> 200 bands), so it becomes prohibitively computational 
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intensive to try out all combinations of the subsets of bands. 
Many dimension reduction techniques have been introduced 

into remote sensing, which can be grouped into three ap­
proaches: variance based approach, such as PCA [2], factor 
analysis [3], sparse PCA [4], segemented PCA [5]; dis­
crimination based approach, such as LDA [6], MDA [7], 
MDF [8]; and random projection [9] based approach. Out of 
these approaches, PCA,Segmented PCA and LDA are known 
to provide good classification accuracy and robustness. 

All these approaches are widely used in many remote 
sensing areas, in practice, we still need criteria for evaluating 
the algorithms on the purpose of selecting an algorithm of 
dimension reduction for the better classification. There are two 
criteria that should be met for this purpose i.e informativeness 
and redundancy. Informativeness measures the total amount of 
information over the compressed data. This criteria minimizes 
the loss of valued information in the compression. Information 
redundancy means to minimize the wasted information of the 
bands. Wasted information comes from information overlap, 
which means that the information is shared by most of the 
samples. The balance between these two criteria is a complex 
problem that has confused researchers in the related fields 
for a long time and specifically for data compression in 
hyperspectral imaging, one method tends to aim at only one 
of the criteria above. 

Therefore, an obvious shortcoming of existing methods is 
that they don't fulfill these two criteria and are not robust for 
different dataset and classifiers e.g despite its usefulness in 
dimension reduction, PCA may not be an optimal method for 
dimension reduction in hyperspectral data as it may overlook 
subtle but useful information if directly applied to hyperspec­
tral data [10]. Similarly LDA provides good discrimination 
but its more sensitive to noise. Jia and Richards [5] proposed 
a segmented principal component analysis in which they 
observed correlation matrix to identify highly correlated bands 
and to divide them in groups but it suffers from discrimination 
information. As an example, we can see in the fig. 7 that linear 
discriminant analysis and conventional principal component 
analysis are not robust for different datasets and different 
classifiers as the variance in their accuracies across different 
datasets and classifiers is larger. 

To address this dual-criteria problem by searching for a 
new band reduction algorithm is a hard and time consuming 
task. This study has been carried out in our lab, and a novel 
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band reduction algorithm is proposed, which is not only 
robust for different datasets and classifiers but offers more 
classification accuracy. Our extensive experiments (section IV) 
shows that the proposed technique is more robust and offers 
more classification accuracy than the existing techniques. 

The rest of paper is organized as follows. Section II 
describes Segmented PCA and LDA. Section III describes 
the proposed approach. Section IV presents the experimental 
results and comparison. Finally the section V concludes the 
paper. 

II. SEGEMENTD PCA AND LDA 

In this section, we briefly describe segmented principle 
component analysis and linear discriminant analysis. 

A. Segmented PCA 

Segmented PCA was first introduced in remote sensing 
by Jia and Richards [5]. Segmented PCA comes from the 
observation that the data is actually highly segmented, the 
complete set of bands is divided into number of subgroups 
and each subgroup contains the most correlated set of bands. 
PCA is then applied on each sub-group. From each sub-group 
some transformed dimensions are selected which covers the 
maximum variance and those are then combined to form the 
new dimension set. In order to demonstrate it, we calculate 
the correlation matrix which is defined as follows: 

Mean vector: 

(1) 

Covariance matrix: 

(2) 

Correlation matrix: 

Fig. 1. The correaltion matrix of AVIRIS Indian Pines scene 

B. LDA 

Also knows as Fisher's linear discriminant analy­
sis [11] [12]. By having training samples with their labels, 
it tries to find a linear transform that maximizes the ratio 
of average between class-variation over average within class­
variation. 

LDA computes a subspace W to perform a projection. Sup­
pose we have calculated the mean vector (eq.l) ftl, ft2, .... , ftc 

and covariance matrix �1' �2' . . . . .  , �c. Then calculate their 
expectations using prior distributions: 

J-Lw = lE(fti) 

�w = lE(�i) 

Define between-class scatter 

then we can optimizes the object function: 

IWT�bW I 
W = argmax

lwT�bW I 

III. PROPOSED ApPROACH 

(4) 

(5) 

In this section, we'll talk about why we combine segmented 
PCA and LDA together, and details for how to integrate them. 

A. Fusion of Segmented PCA and LDA 
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From the explanation of SPCA and LDA in (section II), we 
can obeserve that these two methods apply to the two criteria 
i.e informativeness and information redundancy, respectively. 
For SPCA, it selects a small number of "principal" components 
exhibiting the highest variance, i.e. , the most informativeness 
features; for LDA, it maximizes the rate of between-class 
scatter matrix over within-class scatter matrix, which means 
that it tries its best to eliminate the shared information and 
emphasizes the discriminant information. 

This combination will improve the informativeness without 
resulting in more redundancy. Intuitively, we can see that PCA 
and LDA are two ends at a balance, which itself implies low 
redundancy. To make it more clear, fig. 2 shows the correlation 
matrix(eq. 3) of the dimension selected by PCA and LDA. 
It demonstrates evidently that these two methods don't share 
high overlap: 

Each of SPCA and LDA has either direct or indirect 
constraints in the number of dimensions they can choose. For 
PCA, the expressiveness of small dimensions is very high, fig. 
3 gives an evidence: If we use SPCA, 3 or 4 bands are often 
enough for each segment. If the classification algorithm have 
a space to increase the number of bands, it's not possible that 
increasing the number of bands will increase the performance 
under SPCA. For LDA, it has a more direct constraint: if we 
have c classes, then at most c - 1 dimensions are available. 
Even though we will give a grouped approach to overcome this 



Fig. 2. This figure shows the correlation of the dimensions compressed by 
Fusion. Dark cells stand for lower correlation. 

constraint later, it faces the same problem of expressiveness 
as PCA does. 

Percentage Explained after peA 

Ii dim 1 

Wdlm2 

iii dim 3 

others 

Fig. 3. Percentage explained by each dimension of 'Dc after PCA 

B. How to fusion SPCA and WA 

Note that both SPCA and LDA projects the original data 
vector onto a new subspace. Suppose the projection matrix 
is WSPCA and WLDA respectively, we can define the new 
projection matrix as 

W = [WSPCA WLDA 1 

The result space is simply the union of the subspace generated 
by SPCA and LDA. By the fig. 2 we have shown that there's 
little correlation between the two subspaces. Therefore, it's 
reasonable to fusion them together in this way. 

The process of fusing SPCA and LDA is shown in fig. 4. 

C. Co-optimization of the combination rate and the classifi­

cation accuracy 

It seems that it is a straight forward idea to put WSPCA 

and WLDA together to have the new projection matrix, but 
the real problem is how to determine the number of bands 
for each single method, or the rate of bands selected by the 
methods. We suppose that the total number of dimensions are 
fixed due to classification method and specific data set. We 
use an adaptive way to iteratively determine the number of 
bands for them. Starting from an initial division of bands, say, 
half for SPCA and half for LDA, the band rate is dynamically 
updated through the learning. The training set is divided into 2 
subsets Tl and T2, first run data compression and classification 

Compressed Data: D=Dodg"W 

Fig. 4. The process of fusing SPCA and LDA 

on T1, test the classification accuracy on T2, this works as 
a feedback information, then adaptively update the rate of 
dimensions in a determined way; this update is accepted only 
if the accuracy is improved. Finally, the updating process 
finished when there's no update accepted, and we can get the 
final rate of dimensions. 

Given the number of dimensions for SPCA, we determine 
the number of segments by the observation from fig. 3. 
Actually for each segment, 3 or 4 dimensions are enough, 
we can let the number of bands be #bands/3 or so. 

Another problem is that since LDA has a c - 1 constraint 
on the number of dimensions, how can we choose arbitrary 
number of bands using LDA. Here we use a similar method 
as SPCA: In order to get rid of this constraint, we can 
modify the LDA to be grouped LDA. Nonetheless note that 
the grouping cannot be the same with SPCA. The reason 
is that LDA compress data while retaining the discriminant 

information to distinguish different classes, hence it's not a 
good idea to make LDA compress data which shares great 
similarity between dimensions, which is an assumption of 
adjacent bands. Actually we expect that bands in the same 
group are as far away as we can. Hence the grouping could 
be in a way that bands i, 9 + i, 2g + i, . . .  are in group i if 
there are 9 groups totally. 

I V. EXPERIMENTS 

In this section, the performance of proposed technique 
is evaluated. We used two real datasets i.e AVIRIS 1992 
Indian Pine Image and HYDICE image of Washington DC 
Mall [1]. The aim of these experiments is to demonstrate 
the effectiveness and robustness of the proposed technique 
with different sizes of training samples and with various 
classifiers. The training samples have been selected randomly. 
For all experiments, we used maximum likelihood,support 
vector machine and artificial neural networks for testing the 
performance of the proposed technique. All results are the 
average of 10 runs. The comparisions with other techniques 
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have also been presented. 

A. Real AVIRIS Image 

The 1992 AVIRIS hyperspectral image from Northern Indi­
ana was taken on June 12,1992 as shown in fig. 

Fig. 5. 1992 AVIRIS hyperspectral image 

It has 145*145 pixels and 220 spectral bands. 20 Noisy 
bands(1 04-1 08, 150-163,220) due to water absorption have 
been removed, so in total 200 bands are used. The total classes 
available are 16 but due to insufficient training samples, 7 
classes were not used. Two scenarios are used here. 

1) AVIRIS SubImage: In the first scenario, we used a subset 
scene from the AVIRIS image i.e from columns [27-94] and 
rows [31-116] with size of 68*86 with four classes. Table 
1,2,3 shows the results of classifcation of proposed technique 
using ml,svm and ann respectively, in comparison with the 
other techniques. The number of training samples used are 
50%,40%,30% and 20% of the total samples. The rest of the 
samples are used for testing. We can see from the results that 
in every case the proposed technique performed better than 
the other techniques. 

TABLE I 
COMPARISON OF PROPOSED TECHNIQUE USING ML ON AVIRIS 

SUBIMAGE 

Train samples Fusion SPCA PCA LOA 

50% 95.10 93.82 94.17 92.32 
40% 94.86 93.75 93.94 91.91 
30% 94.58 93.21 93.76 91.57 
20% 93.99 92.88 93.28 90.67 

TABLE II 
COMPARISON OF PROPOSED TECHNIQUE USING SVM ON AVIRIS 

SUBIMAGE 

Train samples Fusion SPCA PCA LOA 

50% 96.56 96.49 96.39 90.02 
40% 96.52 96.20 96.26 89.87 
30% 95.80 95.77 95.51 89.65 
20% 95.48 95.30 95.31 88.71 

2) AVIRIS Full Image: In the second scenario the whole 
145*145 image is used with 9 classes. The number of training 
samples used are 50%,40%,30%,20% of the total samples. 
The rest of the samples are used for testing.From Table 
4,5,6 the results of classification of the proposed technique 
in comparison with other techniques can be observed. In all 

TABLE III 
COMPARISON OF PROPOSED TECHNIQUE USING ANN ON AVIRIS 

SUBIMAGE 

Train samples Fusion SPCA PCA LOA 

50% 94.11 93.27 92.16 93.34 
40% 93.68 93.10 90.57 93.49 
30% 92.36 91.93 81.82 92.14 
20% 90.94 90.14 80.96 90.21 

cases the performance of proposed technique is better than 
other techniques but only when we select 20% of samples 
for trainining then in case of mle and svm, the results 
of segmented pca are fractionally better than the proposed 
technique. 

TABLE IV 
COMPARISON OF PROPOSED TECHNIQUE USING ML ON AVIRIS FULL 

IMAGE 

Train samples Fusion SPCA PCA LOA 

50% 89.17 87.29 86.07 84.33 
40% 88.56 87.13 85.70 83.85 
30% 87.49 86.54 84.60 83.27 
20% 85.26 85.43 82.98 81.47 

TABLE V 
COMPARISON OF PROPOSED TECHNIQUE USING SVM ON AVIRIS FULL 

IMAGE 

Train samples Fusion SPCA PCA LOA 

50% 91.91 91.86 90.28 76.64 
40% 91.50 91.40 89.84 75.70 
30% 91.40 91.01 89.32 72.37 
20% 89.55 89.60 87.68 69.12 

TABLE VI 
COMPARISON OF PROPOSED TECHNIQUE USING ANN ON AVIRIS FULL 

IMAGE 

Train samples Fusion SPCA PCA LOA 

50% 84.48 83.27 81.82 83.37 
40% 83.61 83.16 80.96 83.52 
30% 82.57 81.78 79.98 82.04 
20% 80.66 79.53 77.80 80.28 

B. Washington DC Mall Image 

This is the image of airborne hyperspectral data set of the 
Washington DC mall. It has 210 spectral bands from the 0.4 
to 2.4 in visible and infrared spectrum regions. It contains 
1208 scan lines with 307 pixels in each scan line. The total 
available classes are 9. The training samples used are the 
50%,40%,30%, and 20% of total training samples available 
and the rest of samples are used for testing. Tables 7,8,9 
shows the classification results by using mle,svm and ann 
respectively. Here the accuracy of classifiers for all techniques 
is very high as the data is not as much difficult as the AVIRIS 
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data, still the results show that the classification accuracy for 
proposed technique is higher in most cases and comparable in 
few cases. 

TABLE VII 
COMPARISON OF PROPOSED TECHNIQUE USING ML ON WASHINGTON 

DC MALL IMAGE 

Train samples Fusion SPCA PCA LDA 

50% 99.92 99.84 99.82 99.90 
40% 99.89 99.81 99.79 99.85 
30% 99.84 99.75 99.71 99.74 
20% 99.31 99.35 99.33 98.75 

TABLE VIII 
COMPARISON OF PROPOSED TECHNIQUE USING SVM ON WASHINGTON 

DC MALL IMAGE 

Train samples Fusion SPCA PCA LDA 

50% 99.73 99.74 99.72 99.91 
40% 99.76 99.64 99.68 99.93 
30% 99.61 99.60 99.60 99.93 
20% 99.54 99.46 99.48 99.84 

TABLE IX 
COMPARISON OF PROPOSED TECHNIQUE USING ANN ON WASHINGTON 

DC MALL IMAGE 

Train samples Fusion II SPCA II PCA LOA 

50% 99.71 99.74 99.31 99.43 
40% 99.69 99.64 99.16 99.27 
30% 99.62 99.60 98.89 99.01 
20% 99.46 99.46 98.41 98.67 

We can see from the fig. 6 and fig. 7 that the proposed 
technique not only provides better accuracy but also is more 
robust than the existing techniques across different datasets 
and classifiers. From fig. 7, we can observe that the overall 
variance of proposed technique across all data sets and classi­
fiers is far less than the other existing techniques and therefore 
is more robust. 
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Fig. 6. Comparison of classification accuracy of Fusion based technique 

V. CONCLUSION 

In this paper, we proposed dual-criteria of dimension reduc­
tion for better hyperspectral data classification i.e informative-
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Fig. 7. Comparison of variance in accuracies of all techniques.The variance 
is calculated over all datasets and classifiers 

ness and redundancy. We developed a novel co-optimization 
method to adjusting the parameter of merging SPCA bands 
and LDA bands for dimension reduction, and to increase 
the classification accuracy iteratively. The extensive tests on 
two real hyperspectral datasets, three typical classification 
algorithms and comparisons with the other techniques, prove 
the robustness and the effectivness of the proposed technique. 
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