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Abstract

We introduce a novel approach for sending messages
over lossy packet-based networks. The new method,
called Priority Encoding Transmission, allows a user
to specify a different priority on each segment of the
message. Based on the priorities, the sender uses the
system to encode the segments into packets for trans-
mission. The system ensures recovery of the segments
in order of their priority. The priority of a segment
determines the minimum number of packets sufficient
to recover the segment.

We define a measure for a set of priorities, called
the rate, which dictates how much information about
the message must be contained in each bit of the en-
coding. We develop systems for implementing any set
of priorities with rate equal to one. We also give an
information-theoretic proof that there is no system
that implements a set of priorities with rate greater
than one.

This work has applications to multi-media and high
speed networks applications, especially in those with
bursty sources and multiple receivers with heteroge-
neous capabilities.
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1 Introduction

In many multi-media applications, long messages
are to be transmitted in real-time across multiple net-
work links. A message is not sent as one unit, but
broken into small packets that are sent through the
medium. Bit corruption may occur in packets due to
transmission, but these can be handled on a link-by-
link basis using error correcting techniques. Thus, we
can assume that packets are indivisible units that ar-
rive intact if they arrive at all. Once the packets are
sent, some of the packets may arrive promptly, but ar-
bitrary subsets of packets may be lost or delayed be-
yond the point of usefulness due to global conditions
in the network such as congestion, buffer overflows and
other causes. We hereafter call media with this prop-
erty lossy media. At some point in time, the receiver
cannot wait for packets any longer and must recover
as much of the original message as possible from the
packets received.

It seems highly plausible that packet loss as de-
scribed will be an ordinary phenomena for reasonably
priced networks that connect millions of users spread
around the world simultaneously running a multitude
of high bandwidth real-time applications. Further-
more, packet losses will not be spread uniformly over
the network, but may vary between different sites and
may fluctuate over time. Thus, it could be argued
that, analogous to noise being the nemesis of analog
communication, and error being the nemesis of digi-
tal communication, loss will be the nemesis of packet-
based wide-area real-time communication.

This paper proposes a general and flexible method
to cope with packet loss, which we call Priority Encod-
ing Transmission (PET). The user partitions the mes-
sage into segments and assigns each segment a priority.
Based on their priority, the segments are encoded into
a set of packets. The priority of a segment specifies
the minimum number of packets sufficient to decode it.
The system guarantees that a segment can be decoded
from any subset of packets as long as the number of
packets in the subset is at least equal to the segment
priority.

In the networking community encoding systems



which allow recovery of the message from only a sub-
set of packets of the encoding have been proposed, for
example a system based on Reed-Solomon-code was
suggested by [8, McAuley] and empirically evaluated
by [4, Biersack]. A similar encoding system has been
proposed by [9, Rabin]. He uses essentially the same
coding techniques that are used in this paper. How-
ever, these systems allow only one priority level for the
entire message.

[10, Shacham] also suggests methods for sending
prioritized messages over networks. However, those
methods require computation of channel capacities
from the sender to each receiver, which may be im-
practical for very large networks with capacities that
vary quickly because of congestion. Furthermore, this
work does not handle packet losses.

Section 2 describes potential applications of the
PET system to transmit multicast video images over
heterogeneous networks, to encode IP packets for the
recovery of the header and control information from
a partial delivery of ATM cells, and to increase the
quality of service (only the packet loss) provided by
the network layer to an application.

Section 3 gives a formal definition of PET systems
and it describes properties for deterministic and prob-
abilistic models. A deterministic PET system 1s de-
scribed in Section 4, and a probabilistic system is de-
scribed Section b. Section 6 defines a geometric mea-
sure of information and gives an information-theoretic
proof that the rate of any PET system is at most 1.

2 Applications

Priority Encoding Transmission is a new method
for sending information messages through a lossy
transmission system to multiple receivers. Depend-
ing on processing power, each receiver decodes the
most important information from partially received
messages.

Present networks use multiple window protocols
to retransmit missing information for communicating
with multiple receivers. Consequently, the informa-
tion rate 1s determined by the worst case receiver. Fu-
ture information highways will provide an ever wider
range of performance due to the proliferation of wide
area networks and broadband technology. Information
from a sender must be received by all users participat-
ing in the multicast session. Furthermore, each user
should be free to select among the available transport
services and receiving stations.

Senders specify how to assign priority levels to in-
formation objects, applications arrange the objects

inside information blocks, and the different objects
within a block are encoded to produce the multiple
packets to be transmitted over the unreliable media.
Depending on the number (or percentage) of received
segments within the block, a number of objects are
decoded by their priority level.

PET systems techniques can be used in several of
the network layers of the protocol architecture. This
section describes two possible applications: multicast-
ing of video images over heterogeneous networks, and
assembly layers in ATM networks.

2.1 Video multicasting over heteroge-
neous networks

High quality images may consist of as much as 96
Mbits per image, and images may be sent at the rate of
30 per second. If some of the packets containing the
image are delayed or lost, the receiver cannot delay
displaying the video image. An unfavorable scheme
would be to physically partition the image into small
regions and place in each packet the information about
a single region. The resulting displayed image could
be displeasing, consisting of a patchwork of high reso-
lution regions corresponding to received packets inter-
mixed with blank regions corresponding to lost pack-
ets.

Using JPEG or MPEG, a discrete cosine transform
can be applied to a video image to produce what is
hereafter called a message [11, Wallace], [6, Le Gall].
Besides allowing a highly compressed representation
of the image, this message has a nice property. Con-
sider ordering the information in the message so that
the lowest frequency coefficients come first followed
by successively higher frequency coefficients. The nice
property 1s that the quality of the image that can be
reconstructed from a prefix of this ordered message im-
proves gracefully as a function of the length of the pre-
fix. A PET system can be used to send this real-time
prioritized information over a media that sometimes
loses and/or inordinately delays delivery of packets.

2.2 Assembly layers in ATM networks

Broadband communication systems using ATM
(Asynchronous Transfer Mode) techniques can carry
TP (Internetwork Protocol) packets. We propose the
encoding of multimedia applications using IP packets
to guarantee the delivery of highest-priority data or
the timely recovery of real-time data when IP packets
are lost. Voice, data, and video can be coded into the
same message with different priorities to guarantee a
quality of service (packet loss only) required by each
media in the message. Another possible application is



in the ATM adaptation layer to encode IP packets into
ATM cells in such a way that the IP packet headers
and other control information in the packet are recov-
ered with higher priority when ATM cells are lost. In
both cases, PET can be used to recover either missing
packets or cells.

3 Definitions of PET systems

We assume information is transmitted over a
medium in units of packets of bits. The medium is
lossy, 1.e., transmitted packets may get lost. It is as-
sumed that either a packet is completely received or is
completely lost. There is no assumption made about
which packets are received or lost, i.e., no guarantee
is given that certain packets make it to the receiver or
do not make it to the receiver. The packets may also
arrive in any order.

Convention: Throughout this paper we assume that
each packet has a unique identifier, that distinguishes
it from the remaining packets. The number of bits
necessary to write down this identifier ts not included
i the packet size.

This convention is justified by the fact that includ-
ing a unique identifier into a packet does not require
a lot of bandwidth.

If a message M is to be transmitted over a lossy
medium the goal is to encode the message M into a
code E(M) which is then sent to the receiver. The en-
coding 1s such that the receiver is able to recover parts
of the original message without receiving the entire en-
coded message. Moreover, the sender should be able
to assign different priorities to different pieces of the
message and the receiver should be able to recover the
pieces of the message in order.

3.1 Definition of a deterministic PET sys-
tem

Let M be a message of length m to be sent over a
lossy network.

Definition 3.1 (PET system) A PET system wilh
message length m, packet size £, n packets, and encod-
g length e = nt consists of the following:

(i) An encoding function £ that maps a message M
of length m onto an encoding E(M) consisting of
n packets, i.e. ntf bits.

(ii) A decoding function D that maps a set of at most
n packets onto a bit string of length m.

(iii) A priority function 5 that maps [1..m] to integral
multiples of £.

The guarantee of the system is that, for all messages
M of length m and for alli € [1..m] D decodes the it"
bit of the message from any subset of packets of the
encoding E(M) that contain in total at least 3; bits.

Throughout this paper we assume without loss of gen-
erality that the priority function is monotonically in-
creasing, 1.e., 1 < s < .-+ < By,. Thus, §; can also
be thought of as the number of bits needed to recover
the first ¢ bits of the message. The values of 3 are
given in terms of multiples of £, since it is assumed
that only complete packets of bits are acquired.

An important information-theoretical measure for
a PET system is how much information each bit in
the encoding contains about the message.

Definition 3.2 (Rate of a priority function and
a PET system) For a function 3 mapping [1..m] {o
the natural numbers, the rate of B is

rateg = Z 1/5;.

1€[1..m]

The rate of a PET system is the rate of its priority
function.

Intuitively, in a PET system with priority function
4, each f; bits of the encoding must determine the
t-th message bit M;. Hence on average each en-
coding bit contains 1/8; bits “about” M;. There-
fore, on average each bit of the encoding contains
rateg = 3 ie(1.m 1/ bits in total “about” the mes-
sage. However, a single bit can contain at most one
bit of information. Hence, it is reasonable to ex-
pect that such a system is possible only if rateg < 1,
and we prove this to be the case in Section 6 (The-
orem 6.5). On the other hand, we show in Section 4
(Theorem 4.3) that, for a given priority function 2
with rates = 1, a PET system with priority function
7 can be constructed such that rate, = 1 and such
that, for all i € [1..m],

vi <(1+5/a)- 5.

Here, « > 3 is an adjustable parameter that balances
the tradeoff between the closeness of the approxima-
tion of v to [, the total encoding length, and the
packet size.



3.2 Definition of a probabilistic PET sys-
tem

We only highlight the differences between proba-
bilistic and deterministic PET systems. The main dif-
ferences are that there is a random string R shared by
both the sender and receiver that is used to encode
and decode messages and a failure probability p > 0.
The string R € {0,1}" is used to select an encod-
ing/decoding pair (E¥®, D®) from a family of 2" such
pairs. Once this pair has been selected the encod-
ing and decoding is deterministic. The guarantee of a
probabilistic PET system with priority function 5 is
that, for all messages M of length m, for all ¢ € [1..m],
and for any subset of packets that contain in total at
least 3; bits, if the function E® was used for the en-
coding then with probability at least 1—p the function
D% decodes the i*" bit of the message from this subset.
The probability is with respect to the uniform distri-
bution on the random string R € {0,1}". We stress
that this probability is not over a particular distri-
bution over the messages. For any fixed value of R,
an encoding/decoding pair succeeds or fails on certain
subsets of packets, independent of the message.

In Section 5 we describe a procedure that, given a
priority function 3 with rate one returns a PET system
that satisfies a family of failure probability/priority
function pairs. These pairs are parameterized by § > 0
and for each § the priority function is (1 + é)3 and
the failure probability is of the form exp(—6§%t/16) for
some parameter t. Hence the failure probability drops
exponentially with increasing é. For each é the priority
function has rate 1/(1 4+ é) and hence the parameter
6 establishes a tradeoff between the rate and the fail-
ure probability. The parameter ¢ is used to obtain a
tradeoff between the confidence and the efficiency of
the PET system. For different values of § the PET
system only differs in the number of packets sent, i.e,
in the length of the encoding.

4 A PET system

We describe a general method that takes any given
priority function 8 and produces a PET system which
has a priority function that closely approximates 3.
The method works by first partitioning the message
into blocks based on the priority function 3, and then
using the partition to implement a PET system based
on erasure codes.

In the first subsection we describe erasure codes.
In the second subsection, we assume we have the par-
titioned message and show how to implement a PET
system based on erasure codes. Finally, we describe

an algorithm that accepts the description of an arbi-
trary priority function § and produces a partitioned
message. The PET system that results from combin-
ing these parts has a priority function which closely
approximates 3.

4.1 FErasure codes: A basic encoding sys-
tem

An erasure code is specified by a triple (b, n, w),
where n > b. It encodes a message M of length m =
wb into a code E of length e = wn. Both the message
and the code consists of words of length w each. The
code has the property that all b words of M can be
recovered from any b words of F.

Descriptions of erasure codes can be found, for ex-
ample, in [9, Rabin]. One implementation of erasure
codes is the following. The b words of M are viewed as
the coefficients of univariate polynomial of degree b—1
over GF[2%]. Call this polynomial G. The j** word
of the code consists of the value of the polynomial G
evaluated at the field element j € GF[2¥]. Since G is
of degree b— 1, any b words (together with the indices
of the words) uniquely determine GG. The message M,
i.e., the coefficients of (G, can be recovered from any b
words by interpolation.

This implementation requires that n < 2%, or
equivalently that

w > log(n). (1)

This ensures that there are at least n different ele-
ments in the field GF[2¥] on which to evaluate the
polynomial.

4.2 Block systems

The first step in constructing a PET system given
a priority function [ is to partition the message into
blocks based on . This first step is described in the
next subsection. In this subsection, we show how to
implement a PET system given a partition of the mes-
sage. In this and all subsequent constructions, we ig-
nore small roundoff errors.

Definition 4.1 (m-partition) An m-partition con-
sists of a sequence of positive integers

(my,...,mgq)
such that
Z m]' =m.
J€E[L..d]



Lemma 4.2 Given an m-partition {my,...,mq), @
PET system with priority function v can be con-
structed with the following properties:

(i) For all j €[1..d], v; = dm;.
(ii) rate, = 1.
(iit) The encoding length is e = maxje[i q{7;}-

(iv) The packet size is £ = dw, where w = log(e) is
the word size.

Proof of Lemma 4.2: Let By,..., B be the blocks
of M, and thus the length of B; is m;. The basic
idea is to use a separate erasure code for each of the d
blocks of the message. The j!* erasure code is used to
encode B; into a code Ej; consisting of n words, each
of length w, where n and w are fixed below. Thus, B;
consists of b; = m; /w words. The entire encoding £
consists of n packets of size £ = wd each, where the k%"
packet consists of the concatenation, for j € [1..d], of
the k" word from the code ;. Thus, the code length
is e = fn. The decoding works in the obvious way.

Since we use an erasure code for each block, all
bits in the same block have the same priority. Any b;
words of the code F; suffice to recover block B;. Since
there 1s one such word in each packet, it follows that
b; packets of F are sufficient to recover B;. Thus, the
priority of all bits in block B; is

7 = by = dm;. (2)
This proves item (i). Note that

rate, = Z m;/v; = 1. (3)

jell..d]

This proves item (ii). To ensure that the entire mes-
sage can be recovered from all the packets, we need

n> jgggéz]{b]} (4)
With the number of packets set to make this an
equality, the total encoding length is e = ¥¢n =
max;jefi.g17j }- This proves item (iii). To use the im-
plementation of erasure codes described in Section 4.1,
we need the word length w to be at least log(n) from
Inequality (1). Thus, we can set w = log(e) > log(nﬁ
This proves item (iv).

In the system described above, each packet needs to
contain an identifier which is interpreted as the field
element value at which the d message blocks consid-
ered as polynomials are evaluated. Although this is
part of the packet, we did not include it in the packet
size. The overhead per packet because of this is at
most w bits.

4.3 Partitioning a message

In this subsection, we show how to construct an
m-partition based on a message length m, a priority
function # with rates = 1, and a parameter o > 3.
When this m-partition is used to construct a PET sys-
tem as described in Lemma 4.2, the priority function
v of the system is a close approximation of 3. The
parameter « is used to balance the tradeoff between
the closeness of the approximation of v to 3, the total
encoding length, and the packet size.

We first give the main theorem (Theorem 4.3) and
then give the partitioning lemma (Lemma 4.4) upon
which the theorem is based.

Theorem 4.3 Let 3 be a priority function with
rateg = 1 for messages of length m. There is an
efficient algorithm that, on input 3, m, and a value
a > 3, produces ¢ PET system with priority function
v with the following properties:

(i) The encoding length e is at most 3am.
(ii) The packet size £ is at most o”log*(3am).
(iii) For allie[l.m], v < (14+5/x)- 5.

(iv) rate, = 1.

Proof of Theorem 4.3: The first step is to partition
M based on , m and « as described in Lemma 4.4.
We then use Lemma 4.2 to get the PET system. It is
easy to verify that it has claimed properties.

Note that as « increases the closeness of the ap-
proximation of v to # improves whereas the encoding
length and the packet size both increase. Little at-
tempt is made in the theorem to optimize the mini-
mal value o« = 3 for which the result holds or the other
absolute constants associated with «.

In practice, the transmission medium dictates the
size Lmedium of a packet. If £ < £ edium then the packet
size of the PET system can be easily scaled up to

Emedium .

Lemma 4.4 Let § be a priority function withrates =
1 for messages of length m. There s an efficient algo-
rithm that, on wmput 3, m, and a value o > 3, produces
an m-partition {my, ..., mq) that satisfies the follow-
g properties:

(1) maxjepr q{m;} < 3am/d.



i) For all indices i in the j** block B;, m; < (1 +
i My =
5/a)- B /d.

(i11) d = a?log(2am).

Proof of Lemma 4.4: To satisfy part (i) of the
lemma, we first introduce an intermediate priority
function #'. Foralli € [1..m],let 8/ = ¢/ min{G;, am},
where 1 < ¢/ < 141/« is a small normalizing constant
that makes rategr = 1. Note that for all ¢,

B < (5)
Furthermore,
g, < cdam < 2am. (6)

We set d = a?log(2am), which satisfies part (iii) of
the lemma. We also set two intermediate parameters
c=141/a and ¥’ = alog(2am) and define k = d—k'.

These parameters are set so as to satisfy the following:
&' > 2am. (7)

k= d(1—1/a). (8)

Inequality (7) holds for any o > 2. Based on these set-
tings of parameters, we then iteratively cut the mes-
sage into blocks By,..., By as follows, where ¢; de-
notes the first index in block B; and m; is the length
of Bj. Suppose that indices ¢;,...,%; have already
been set. Then ¢;4; is set to be the smallest index
greater than ¢; that satisfies at least one of the follow-
ing two conditions:

Condition 1: & > cf; .
Condition 2: Zz;i 1/8: > 1/k.

We first verify that the entire message is completely
partitioned into the d blocks. From #; > 1, from
Inequality (6), and from Inequality (7), Condition (1)
can happen at most k&’ times. Because rateg = 1,
Condition (2) can happen at most & times. Thus, the
total number of blocks used to partition the entire
message is at most k + k' = d.

We now derive an upper bound on the number m;
of bits in block B;. By Condition (1), for all i € By,
Bl < cﬁl’»j. By considering the worst case, i.e., when
this is equality for all ¢+ € B;, and using Condition
(2), it follows that m; < cﬁl’]/k From this and from
Inequality (5), it follows that, for all indices 7 in block

I
mj

c-(d/k)-Bi;/d < c-(d/k)- pi/d
e (df/k)-Bi/d. (9)

<
<

1/(1=1/«), It can be easily shown that, for all & > 3,

Note that ¢/ < 1+ 1/a, ¢ = 1+ 1/a, and d/k <

(1+1/a)?/(1=1/a) < 1+5/a.  (10)

From this inequality, and from Inequality (9), it can be
seen that for all indices ¢ in B;, m; < (1+5/«a) - 5;/d.
This satisfies part (ii) of the lemma.

Because m; < c- (d/k)- 62’»j/d from Inequality (9),
and because f3; < ), < ¢’am from Inequality (6), it
follows that

< e (dk)- d.
jrer[lgfl]{m]}_c c-(d/k)-am/

Thus, from Inequality (10), and because & > 3 implies
that 14 5/a < 3, it follows that maxjep;. q{m;} <

3am, proving part (i) of the lemma.

5 A probabilistic PET system

Erasure codes, as described in Section 4.1 and used
in the deterministic PET system in Section 4.2, are
specified by a triple (b, n, w). Recovering the message
M oflength m = wb requires the interpolation of poly-
nomial of degree b—1 over GF[2¥], and for large values
of b and w this may turn out to be impractical. In this
section we briefly describe a probabilistic PET system
that is based on probabilistic erasure codes. These
codes allow a smaller word size and smaller degree
polynomials. The idea is to break the message into
fixed size pieces, called bundles, of t < b words each.
The encoding is probabilistic in the sense that given
any (14 6)b words of the code a bundle of the message
can be decoded with some probability depending on
6. However, the decoding of a bundle involves only the
interpolation of a degree t —1 polynomial over GF[2¥].

A straightforward method to do this is to choose the
encoding such that for all j € [1..n] with probability
1/b the j'* word of the encoding is the i'* word of the
message, 1.e.,t = 1.

This method contains some ideas and features of
the probabilistic erasure code eventually developed.
For example, the expected number of encoding words
necessary to get the i** message word is b. However,
it has several flaws including the following two re-
lated drawbacks. With probability (1 — 1/6)(1+5)¥ ~
exp(—(1 + 8)) more than (1 + 8)b encoding words are
necessary to get the i'”» message word. Hence the vari-

ance is high and the probability of not getting the **



message word drops to 1/b only after Q(blogb) encod-
ing words have been received.

Secondly, the case that all message words are re-
ceived corresponds exactly to the classical coupon col-
lecting problem. Hence the expected number of en-
coding words necessary to receive all message words
is Q(blogb), i.e., the encoding must have length
Q(mlogm) instead of linear length.

To overcome these problems we combine this
method with erasure codes. Let t > 1 be the size
of a bundle and let Uy,..., Uy, be the partition of
the message M into bundles. A bundle U; is viewed
as the coefficients of a polynomial G; of degree ¢ — 1
over GF[2¥]. The r'* word of the code E is chosen
as follows. An index i, € {1,...,b/t} and an element
s, € GF[2¥] are chosen uniformly at random, and
code word F, is set to Gy (s ).

Given a set of (1 + é)b < n words of F, a fixed
bundle U; can be recovered from this set if it contains
the value of G; at ¢ different elements of GF[2%]. Us-
ing Chernoff-bounds (e.g., see [2, Alon, Spencer]), the
following lemma is easy to prove.

Lemma 5.1 Let 1 > & > 2/(p — 2). For all mes-
sages M, any fized bundle U; and any fized set of
(14 8)b < n words of the encoding, with probability at
least 1 — exp(—6%t/16) the bundle U; of M can be re-
covered from these code words. The probability is over
the random choices of the bundles and field elements.

Choosing for each code word a bundle and a field
element uniformly at random requires a lot of truly
random bits.  Using the construction of (v, k)-
independent random variables given in [I, AGHP], and
using the analysis given in [5, EGLNV], the number
of random bits required by the probabilistic erasure
codes can be reduced significantly. The details of this
method are described in the full paper.

Replacing deterministic erasure codes by proba-
bilistic erasure codes, we obtain a probabilistic ver-
sion of Lemma 4.2. Combining this with Lemma 4.4,
we obtain the following probabilistic version of Theo-
rem 4.3.

Theorem 5.2 Let 3 be a priority function with
rateg = 1 for messages of length m. There 1s an effi-
cient algorithm that, on input 3, m, a pair of integers
(w, 1), satisfying 2V > p-t,p0 > 2, and value o > 3
produces a PET system such for each 8 € (2/(p—2),1]
the system has a pair of priorily funclion/failure prob-
ability (v(8), p(8)) with the following properties:

(i) The encoding length e is at most 3(1 4 §)am.

(i1) The packet size £ is at most o log(2am)w.

(iii) For allie [l.m], (8) < (1 +8)(1+5/a)- 5.
(iv) rate, = 1/(1+6).
(v) The failure probability p = p(8) satisfies

p(8) < exp(—6°1/16).

Asin Theorem 4.3 the parameter « balances the trade-
off between the closeness of the priority function v to
3, the total encoding length, and the packet size. The
parameter € balances the tradeoff between the total en-
coding length and the range for which a precise state-
ment about the confidence function can be made. The
pair of parameters (w,t) balance a tradeoff between
the efficiency of the encoding and decoding processes
and how fast the confidence function p decreases with
increasing 8.

6 Inherent limits of PET systems

In this section we describe some of the inherent
limitations of PET systems. We start with a sketch
of the bound on the rate of any PET system. Let
ECH{EM) | M € {0,1}"} denote an arbitrary sub-
set of the encodings sent by the system. A PET en-
coding £ = (Fy,...,B,) € [{0,1}Z]n has length e
and is broken into n = e/f packets of size £. Hence, it
can be viewed as a point in the n dimensional lattice
Z" where each coordinate lies between 0 and 2¢ — 1.
The set of encodings £ can be viewed as a set of such
points.

Definition 6.1 For each q € [1..n] we define the fol-
lowing measure of £

Here & denotes the projection of £ onto the dimen-
sions T, where T € (Z) 1s any q of the n dimensions.
Lemma 6.2

a” > Vl(g) > Vz(g) Z

> Va(€) = [€].

This lemma is an extension of a result given in [7,
Loomis, Whitney]. A similar generalization was pre-
viously proved in [3, Ben-Or, Linial].



Definition 6.3 Let £ = 50_’U El and let b = 0 on
EVand b =1 on &'. Fortc (Z), we say that the

coordinates i determines b ifgtg U Stl s a partition of

&

Lemma 6.4 If every q coordinates determines the bit
b, then there is a selting of b € {0, 1} for which

V() <2770V (&),

Theorem 6.5 For any PET with priority function 3,
rateg < 1.

Proof of Theorem 6.5: Let
EC{EM) | M €{0,1}"}

denote the set of encodings associated with messages
sent by the PET system. For all i € [1..m], let ¢; =
B: /¢ denote the number of packets needed to deter-
mine the message bit M; in the PET system. For any
sequence of (by - - -b;) of i bits, let £+ "%+ denote the set
of encodings possible subject to My = bq,..., M; = b;.
Let ¢ € (;i) denote any ¢; of the n packets. Let

ghibima0 ) ghibisal e ghe partition of &b bi—
based on whether M; is 0 or 1. Since the value o_f
M; 1s determined by the values of the packets in ¢,

it follows that S;lmb’_lo U S;lmb’_ll is a partition of

Bibia
S{ )

Applying Lemma 6.2 followed by Lemma 6.4 in se-
quence m times, and using ¢; < ¢2 < ... < ¢, and
n/qi = e/ B;, it follows that there is a setting (b1 - - - byp,)
for the message M such that

Vi (€)

207V (€

207 V(€9
9e/B29e/P1 Vi (55152)
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2216[1.."1] e/Bi . qu (gblbg...bm)

> 22;&[1..7)1] e/Bi . |gb1b2...bm|

Note that |[£012bm| > 1 because there is an en-
coding £ € &£ sent when the message is fixed to
M = (byba...by,). This gives

e > Z e/B; = e - rateg

1€[1..m]

The lower bound for the probabilistic case and 1its
proof are similar.

Theorem 6.6 For any probabilistic PET system with
priority function 8 and failure probability p, rateg <

1/(1—=p).
6.1 A lower bound on the packet size

Theorem 6.7 Consider a system that encodes mes-
sages of length b into codes of length e with packet size
L, so thatl any B/ of the packets determines the entire
message. Then £ > log(e/B3) — O((e/B3)27Y).

There are two corollaries of Theorem 6.7. For era-
sure codes, 3 = b and ¢ = w, because any b/¢ of the
packets determines the entire message and the word
length is w. Therefore, for any erasure code (not just
those using polynomials), the word length w must be

at least log(e/b) — O((e/b)277).

Secondly, consider a priority function § with the
property that e’ ¢ bits of the code determines at least
log(e) bits of the message, i.e. Boge) < el=¢. Theo-
rem 6.7 implies that a PET system with such a priority
function § requires packets of size at least

> log(c/B) = O((¢/B)27") = clog(e) — 1.
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