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ABSTRACT. We consider the task of testing properties of Boolean functions that are invari-
ant under linear transformations of the Boolean cube. Previous work in property testing,
including the linearity test and the test for Reed-Muller codes, has mostly focused on such
tasks for linear properties. The one exception is a test due to Green for “triangle freeness”:
A function f : Fy — F satisfies this property if f(z), f(vy), f(z + y) do not all equal 1, for
any pair =,y € Fy.

Here we extend this test to a more systematic study of testing for linear-invariant non-
linear properties. We consider properties that are described by a single forbidden pattern
(and its linear transformations), i.e., a property is given by k points v1,...,vx € F% and
f : F% — Ty satisfies the property that if for all linear maps L : F5 — F% it is the case
that f(L(v1)),..., f(L(vk)) do not all equal 1. We show that this property is testable if
the underlying matroid specified by v1, ..., vy is a graphic matroid. This extends Green’s
result to an infinite class of new properties.

Our techniques extend those of Green and in particular we establish a link between the
notion of “l-complexity linear systems” of Green and Tao, and graphic matroids, to derive
the results.

1. Introduction

Property testing considers the task of testing, “super-efficiently”, if a function f: D —
R mapping a finite domain D to a finite range R essentially satisfies some desirable property.
Letting {D — R} denote the set of all functions from D to R, a property is formally specified
by a family F C {D — R} of functions. A tester has oracle access to the function f and
should accept with high probability if f € F and reject (also with high probability) functions
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that are far from F, while making very few queries to the oracle for f. Here, distance
between functions f, g : D — R, denoted 6(f, g), is simply the probability that f(x) # g(x)
when z is chosen uniformly at random from D and §(f, F) = minge{d(f,g)}. We say f is
d-far from F if 6(f, F) > 6 and d-close otherwise. The central parameter associated with a
tester is the number of oracle queries it makes to the function f being tested. In particular,
a property is called (locally) testable if there is a tester with query complexity that is a
constant depending only on the distance parameter . Property testing was initiated by
the works of Blum, Luby and Rubinfeld [12] and Babai, Fortnow and Lund [9] and was
formally defined by Rubinfeld and Sudan [25]. The systematic exploration of property
testing was initiated by Goldreich, Goldwasser, and Ron [15] who expanded the scope of
property testing to combinatorial and graph-theoretic properties (all previously considered
properties were algebraic). In the subsequent years, a rich collection of properties have been
shown to be testable [4, 5, 1, 13, 24, 3, 2, 21, 20] and many property tests have ended up

playing a crucial role in constructions of probabilistically checkable proofs [8, 7, 11, 18, 27].
The rich collection of successes in property testing raises a natural question: Why are

so many different properties turning out to be locally testable? Are there some broad
“features” of properties that make them amenable to such tests? Our work is part of
an attempt to answer such questions. Such questions are best understood by laying out
broad (infinite) classes of properties (hopefully some of them are new) and showing them
to be testable (or characterizing the testable properties within the class). In this paper we
introduce a new such class of properties, and show that (1) they are locally testable, and
(2) that they contain infinitely many new properties that were not previously known to be

testable.
The properties, and our results: The broad scope of properties we are interested in

are properties that view their domain D as a vector space and are invariant under linear
transformations of the domain. Specifically, we consider the domain D = [}, the vector
space of n-dimensional Boolean vectors, and the range R = Fs. In this setting, a property
F is said to be linear-invariant if for every f € F and linear map L : Fy — [ we have that
f oL € F. Specific examples of linear-invariant properties that were previously studied
(esp. in the Boolean setting) include that of linearity (studied by Blum et al. [12] and
Bellare et al. [10]) and the property of being a “moderate-degree” polynomial (a.k.a. Reed-
Muller codeword) studied by Alon et al. [2]!. While the tests in the above mentioned works
potentially used all features of the property being tested, Kaufman and Sudan [22] show
that the testability can be attributed principally to the linear-invariance of the property.
However their setting only considers linear properties, i.e., F itself is a vector space over
Fy and this feature plays a key role in their results: It lends an algebraic flavor to all the

properties being tested and plays a central role in their analysis.
We thus ask the question: Does linear-invariance lead to testability even when the

property F is not linear? The one previous work in the literature that gives examples of
non-linear linear-invariant properties is Green [16] where a test for the property of being
“triangle-free” is described. A function f : Fy — 3 is said to be triangle-free if for every
x,y € FY it is the case that at least one of f(z), f(y), f(z+y) does not equal 1. The property
of being triangle-free is easily seen to be linear-invariant and yet not linear. Green [16] shows
that the natural test for this property does indeed work correctly, though the analysis is

Hn the literature, the term low-degree polynomial is typically used for polynomials whose degree is smaller
than the field size. In the work of [2] the degrees considered are larger than the field size, but are best thought
of as large constants. The phrase “moderate-degree” above describes this setting of parameters.
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quite different from that of typical algebraic tests and is more reminiscent of graph-property
testing. In particular, Green develops an algebraic regularity lemma to analyze this test.
(We note that the example above is not the principal objective of Green’s work, which is
directed mostly at abelian groups D and R. The above example with D = F3 and R = Fo

is used mainly as a motivating example.)
Motivated by the above example, we consider a broad class of properties that are

linear-invariant and non-linear. A property in our class is given by k vectors vi,...,v; in
the k-dimensional space IF’Z‘:. (Throughout this paper we think of k as a constant.) These
k vectors uniformly specify a family F = F,,.,,, ..+, for every positive integer n, containing
all functions that, for every linear map L : F5 — F2 take on the value 0 on at least one of
the points L(v1),..., L(vg). (In the Appendix of the full version [14] we consider an even
more generalized class of properties where the forbidden pattern of values for f is not 1%
but some other string and show a limited set of cases where we can test such properties.)
To see that this extends the triangle-freeness property, note that triangle-freeness is just
the special case with & = 3 and v; = (100), v2 = (010), vz = (110). Under different linear
transforms, these three points get mapped to all the different triples of the form z,y,z 4+ y

and 50 Fp.u; 0005 €quals the class of triangle-free functions.
Before giving a name to our class of functions, we make a quick observation. Note that

the property specified by vy, . .., vy is equivalent to the property specified by T'(v1), ..., T (vg)
where T is a non-singular linear map from IF’Q“ — IFS. Thus the property is effectively spec-

ified by the dependencies among vi,...,v; which are in turn captured by the matroid?
underlying vy, ...,vg. This leads us to our nomenclature:
Definition 1.1. Given a (binary, linear) matroid M represented by vectors vy, ..., v € ]1-7"2€ ,

the property of being M-free is given by, for every positive integer n, the family
Fpm = {f :FY — Fo|V linear L : F§ — F5, (f(L(v1)), ..., f(L(vg))) # 1%}

The property of being M-free has a natural k-local test associated with it: Pick a
random linear map L : F§ — F% and test that (f(L(v1)),..., f(L(vx))) # 1*}. Analyzing
this test turns out to be non-trivial, and indeed we only manage to analyze this in special

cases.
Recall that a matroid M = {vy,..., v}, v; € ]Fé”, forms a graphic matroid if there exists

a graph G on k edges with the edges being associated with the elements v, ..., v; such that
a set S C {v1,...,v;} has a linear dependency if and only if the associated set of edges
contains a cycle. In this paper, we require that the graph G be simple, that is, without any
self-loops or parallel edges. Our main theorem shows that the property F associated with
a graphic matroid vy,...,v; € }FIQ‘“ is testable.

Theorem 1.2. For a graphic matroid M, the property of being M-free is locally testable.
Specifically, let M = {vi,...,vx} be a graphic matroid. Then, there exists a function
7:RT — RT and a k-query tester that accepts members of M-free functions with probability
one and rejects functions that are e-far from being M-free with probability at least T(€).

Our bound on 7 is quite weak. We let W(¢) denote a tower of twos with height [¢] .
Our proof only guarantees that 7(€) > W, a rather fast vanishing function. We do
not know if such a weak bound is required for any property we consider.

2The definition of matroids may be found in, e.g., [30]. However a reader unfamiliar with this notion may
just use the word matroid as a synonym for a finite collection of binary vectors, for the purposes of reading
this paper.
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We describe the techniques used to prove this theorem shortly (which shed light on
why our bound on 7 is so weak) but first comment on the implications of the theorem .
First, note that for a graphic matroid it is more natural to associate the property with
the underlying graph. We thus use the phrase G-free to denote the property of being M-
free where M is the graphic matroid of G. This terminology recovers the notion of being
triangle-free, as in [16], and extends to cover the case of being k-cycle free (also considered

in [16]). But it includes every other graph too!
Syntactically, Theorem 1.2 seems to include infinitely many new properties (other than

being k-cycle free). However, this may not be true semantically. For instance the property
of being triangle-free is essentially the same as being G-free for every G whose biconnected
components are triangles. Indeed, prior to our work, it was not even explicitly noted whether
being Cy-free is essentially different from being triangle-free. (By “essentially”, we ask if
there exist triangle-free functions that are far from being Cy-free.) It actually requires
careful analysis to conclude that the family of properties being tested include (infinitely-
many) new ones. Our second theorem addresses this point.

Theorem 1.3. The class of G-free properties include infinitely many distinct ones. In
particular:
(1) For every odd k, if f is Cyyo-free, then it is also Cy-free. Conversely, there exist
functions g that are Cy-free but far from being Cyo-free.
(2) If k < € and f is Kg-free, then it is also Ky-free. On the other hand, if k > 3 and
> (g) + 2 then there exists a function g that is Ky-free but far from being Ky-free.

Techniques: Our proof of Theorem 1.2 is based on Green [16]’s analysis of the triangle-free
case. To analyze the triangle-free case, Green develops a “regularity” lemma for groups,
which is analogous to Szemerdi’s regularity lemma for graphs. In our setting, Green’s
regularity lemma shows how, given any function f : [} — Fa, one can find a subgroup H of
% such that the restriction of f to almost all cosets of H is “regular”, where “regularity”
is defined based on the “Fourier coefficients” of f. (These notions are made precise in

Section 3.1.)
This lemma continues to play a central role in our work as well, but we need to work

further on this. In particular, a priori it is not clear how to use this lemma to analyze
M-freeness for arbitrary matroids M. To extract a large feasible class of matroids we use a
notion from a work of Green and Tao [17] of the complexity of a linear system (or matroids,
as we refer to them). The “least complex” matroids have complexity 1, and we show that
the regularity lemma can be applied to all matroids of complexity 1 to show that they are

testable (see Section 3).
The notion of a 1-complex matroid is somewhat intricate, and a priori it may not even

be clear that this introduces new testable properties. We show (in Section 4) that these
properties actually capture all graphic matroids which is already promising. Yet this is not
a definite proof of novelty, and so in Section 5 we investigate properties of graphic matroids
and give some techniques to show that they are “essentially” different. Our proofs show
that if two (binary) matroids are not “homomorphically” equivalent (in a sense that we

define) then there is an essential difference between the properties represented by them.
Though our result on graphic matroids is derived from the notion of the complexity

of systems of equations, the proof essentially boils down to “Fourier analysis on graphs”.
This notion had previously been considered and analyzed in the line of works investigating
the amortized query complexity of PCPs [26, 19], where long-code tests based on graphs
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were analyzed. One difference is that in their model, vertices correspond to labeled vectors

whereas edges are labeled in our setting.
Though it’s likely that one can show the testability of graphic matroids directly using

similar techniques from [26] and [19], we remark that our technique gives a more inclusive
viewpoint. First, non-graphic patterns are also shown to be testable. Second, we provide a

framework toward an analytic proof of Green’s conjecture.
Significance of problems/results: We now return to the motivation for studying M-free

properties. Our interest in these families is mathematical. We are interested in broad classes
of properties that are testable; and invariance seems to be a central notion in explaining the
testability of many interesting properties. Intuitively, it makes sense that the symmetries
of a property could lead to testability, since this somehow suggests that the value of a
function at any one point of the domain is no more important than its values at any other
point. Furthermore this intuition is backed up in many special cases like graph-property
testing (where the family is invariant under all permutations of the domain corresponding to
relabeling the vertex names). Indeed this was what led Kaufman and Sudan [22] to examine
this notion explicitly in the context of algebraic functions. They considered families that
were linear-invariant and linear, and our work is motivated by the quest to see if the latter

part is essential.
In contrast to other combinatorial settings, linear-invariance counts on a (quantita-

tively) very restricted collection of invariances. Indeed the set of linear transforms is only
quasi-polynomially large in the domain (which may be contrasted with the exponentially
large set of invariances that need to hold for graph-properties). So ability to test properties
based on this feature is mathematically interesting and leads to the question: what kind of
techniques are useful in these settings. Our work manages to highlight some of those (in

particular, Green’s regularity lemma).
Parallel Works: After completing our work, we learned from Asaf Shapira that, inde-

pendently of us, M-freeness for an arbitrary matroid M has been shown to be testable in
Shapira’s recent preprint [28]. This solves a question that we posed as open in an earlier
version of this paper. His result is built on the work of Kral’, Serra, and Vena in [23], where
an alternate proof of Green’s cycle-freeness result is provided. Essentially the authors in [23]
demonstrate a reduction from testing freeness of the cycle matroid in a function to testing
freeness of the cycle subgraph in a graph, and then they apply regularity lemmas for graphs
to analyze the number of cycles in a function far from being cycle-free. In this manner, the
authors show that Theorem 1.2 holds as well. By extending this method and utilizing hy-
pergraph regularity lemmas, Shapira [28] shows that arbitrary monotone matroid-freeness

properties are testable.
We remark that our proofs are very different from [23] and [28], and in particular,

our view on invariance leads us to develop techniques to show that syntactically different

properties are indeed distinct.
Organization of this paper: In the following section (Section 2) we define a slightly

broader class of properties that we can consider (including some non-monotone properties).
We also define the notion of 1-complexity matroids which forms a central tool in our anal-
ysis of the tests. In Section 3 we show that for any 1-complexity matroid M, M-freeness
is testable. In Section 4 we show that graphic matroids are 1-complexity matroids. Theo-
rem 1.2 thus follows from the results of Section 3 and 4. In Section 5 we prove that there
are infinitely many distinct properties among G-free properties. Due to space constraint
we omit some proofs from this conference version. All the missing proofs as well as some
additional results may be found in the full version of this paper [14].
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2. Additional Definitions, Results, and Overview of Proofs

In this section, we describe some further results that we present in the paper and give
an outline of proofs.

2.1. Extensions to Non-Monotone families
We first generalize Definition 1.1 to a wider collection of forbidden patterns.

Definition 2.1. Given X € IF’§ and a binary matroid M represented by vectors vy, ..., v, €
IE"QC, the property of being (M, X)-free is given by, for every positive n, the family Fmz) =
{f :F5 — Fo|V linear L : F5 — F2, (f(L(v1)),..., f(L(v))) # 3}

If for some linear L : F§ — F2, (f(L(v1)),..., f(L(vk))) = %, then we say f contains

(M, ) at L. Also for simplicity we suppress mention of ¥ when ¥ = 1¥.
Recall that a property P C {D — {0,1}} is said to be monotone if f € P and g < f

implies g € P, where g < f means that g(x) < f(x) for all z € D.

Observation 2.2. For a binary matroid M, (M, ¥)-freeness is a monotone property if and
only if ¥ = 1.

In addition to our main results (Theorems 1.2 and 1.3) on monotone properties, we also
obtain local testability results for a limited class of non-monotone properties.

Theorem 2.3. Let C}, denote the cycle on k wvertices and let 3 be an arbitrary element
of F’Q‘“ Then there exists a function 7 : Rt — R and a k-query tester that accepts f in
F(cy,x) with probability 1 and rejects f that are e-far from Fc, s with probability at least

7(€).

However, in strong contrast to Theorem 1.3, we show that unless ¥ equals 0 or 1%, the
class of (Cf, X)-freeness properties is not at all very rich semantically.

Theorem 2.4. The class of properties {Fc, sy + k > 3,5 # 0F, % # 1%} is only finitely
large.

The goal of Theorem 2.3 is not to introduce new testable properties but rather to
illustrate possible techniques for analyzing local tests that may lead to more classes of
testable non-monotone properties.

2.2. Overview of Proofs

We now give an outline of the proofs of our main theorems (Theorems 1.2 and 1.3),

and also the extensions (Theorems 2.3 and 2.4).
Our claim in Theorem 1.2, that graphic matroid freeness properties are locally testable,

is based on analyzing the structure of dependencies among elements of a graphic matroid.
To this end, we first recall the classification of linear forms due to Green and Tao in [17].
We require a minor reformulation of their definition since, for us, the structure of the linear
constraints is described by elements of a matroid.

Definition 2.5. Given a binary matroid M represented by vy,...,v; € IE"Q“, we say that
M has complezity ¢ at coordinate i if we can partition {v;};ex)\ i} into ¢+ 1 classes such
that v; is not in the span of any of the classes. We say that M has complexity c if ¢ is the
minimum such that M has complexity ¢ at coordinate i for all i € [k].
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The above definition makes sense because the span of a set of elements is not dependent
on the specific basis chosen to represent the matroid. As a motivating example, consider
the graphic matroid of C} studied by Green in [16]. It can be represented by v; = ej, vy =
€2,...,0k_1 =¢€p_1and vy =e;+---+ep_1. We see then that the graphic matroid of C, has
complexity 1 because for every ¢ < k, the rest of the matroid elements can be partitioned

into two sets {e;};x; and {Zje[k] ej} such that v; is not contained in the span of either
set, and for ¢ = k, any nontrivial partition of the remaining elements ensures that v, does

not lie in the span of either partition. In Section 4, we extend this observation about CY}, to
all graphs.

Lemma 2.6. For all graphs G, the graphic matroid of G has complexity 1.

Green and Tao in [17] showed that if a matroid M has complexity ¢ and if A is a subset
of F%, then the number of linear maps L : F5 — FJ such that L(v;) € A for all i € [k]
is controlled by the (¢ 4 1)’th Gowers uniformity norm of A. Previously, Green proved
in [16] an arithmetic regularity lemma, which essentially states that any set A C F§ can
be partitioned into subsets of affine subspaces such that nearly every partition is nearly
uniform with respect to linear tests. We show in Section 3 how to combine these two results
to obtain the following:

Lemma 2.7. Given any binary matroid M represented by vy, ..., v € Fé, if M has com-
plexity 1, then there exists a function 7 : RT™ — RT and a k-query tester that accepts
members of Fpqg with probability 1 and rejects f that are e-far from Frq with probability at
least 7(€).

Theorem 1.2 directly follows from combining Lemma 2.6 and Lemma 2.7. In fact,
Lemma 2.7 implies testability of all matroids that have complexity one, not only those that
are graphic. In Section 4, we give examples of binary matroids that have complexity 1 and

yet are provably not graphic.
Theorem 1.3 provides a proper hierarchy among the graphical properties. Moreover,

the containments P; C Ps in this hierarchy are shown to be “statistically proper” in the
sense that we demonstrate functions f that are e-far from P; but are in Ps. The theorem
implies the following hierarchy:

o+ C Cyyo-free C Cy-free C --- C Cs-free = Ks-free C - -- C Ky-free C K(k)+2—free c -
2

Thus, the class of properties F does indeed contain infinitely many more properties than

the cycle freeness properties considered by Green in [16].
Both the hierarchy among the cyclic freeness properties and among the clique freeness

properties are derived in Section 5 using a general technique. In order to show a statistically
proper containment Mi-free C Mao-free, we construct a function f that, by its definition,
contains M at a large number of linear maps and so is far from being Mj-free. On
the other hand, the construction ensures that if f is also not Mo-free, then there is a
matroid homomorphism from Ms to M. We define a matroid homomorphism from a binary
matroid My to a binary matroid M; to be a map from the ground set of Ms to the ground
set of M7y which maps cycles to cycles. The separation between Mq-freeness and M;-
freeness is then obtained by proving that there do not exist any matroid homomorphisms
from My to M7. This proof framework suffices for both the claims in Theorem 1.3 and
is reminiscent of proof techniques involving graph homomorphisms in the area of graph
property testing (see [6] for a survey).
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Theorem 2.3 is the result of a more involved application of the regularity lemma. To
deal with non-monotone properties, we employ a different “rounding” scheme inspired by
the testability of non-monotone graph properties in [1]. Unlike Szemerdi’s regularity lemma,
a “strong form” of the arithmetic regularity lemma is not known, so we restrict our attention
to cyclic matroids and exploit the additive structure of the pattern. Theorem 2.4 is based
on a characterization theorem that classifies (Cf, X)-freeness properties into 9 classes when
¥ # 0%, 1%. Please see [14] for more details.

3. Freeness of Complexity 1 Matroids is Testable

In this section we prove Lemma 2.7. Before doing so, we fix our notation and provide a
quick background on Fourier analysis. If H is a subgroup of G, the cosets of H are indicated
by g + H, with g in G. Let fs4n : H — F2 denote f restricted to the coset g + H, defined
by sending h to f(g + h); that is, for every h € H,g € G, fy1u(h) := f(g+h). For o € Fo,
we define o (fg+#) := Praeu(fg+m(h) = o] to be the density of o in f restricted to coset
g+ H.

3.1. Fourier Analysis and Green’s Regularity Lemma

Definition 3.1 (Fourier transform). If f : F§ — Fy, then we define its Fourier transform
f:Fy — R to be f(a) = Ezerp [f(2)xa(2)], where xao(z) = (—1)Zi€m %% F(q) is called
the Fourier coefficient of f at «, and the {xq}q are the characters of F5.

It is easy to see that for o, 3 € F", (xa,Xxp) = Ezerp[xa(®)xp(z)] is 1 if a = 3
and 0 otherwise. So the characters form an orthonormal basis for 3, and we have the

~ ~ 2 _

Fourier inversion formula f(z) = > acFs f(a)xa(z) and Parseval’s Identity > ackFs fla)
E.[f(x)’] = f(0).

Next we turn to Green’s arithmetic regularity lemma, the crux of the analysis of our lo-
cal testing algorithm. Green’s regularity lemma over F% is a structural theorem for Boolean
functions. It asserts that for every Boolean function, there is some decomposition of the
Hamming cube into cosets, such that the function restricted to most of these cosets are uni-
form and pseudorandom with respect to the linear functions. An alternate and equivalent
way is that no matter where we slice the Hamming cube by a hyperplane, the density of f
on these cosets of the hyperplane is what we expect a random function looks like. Formally,
we say that a function is uniform if all of its nonzero Fourier coefficients are small.

Definition 3.2 (Uniformity). For every 0 < € < 1, we say that a function f: Fy — Fy is
e-uniform if for every a # 0 € F3, |f(a)| <.
Recall that we let W (t) denote a tower of twos with height [¢]. To obtain a partition of

the Hamming cube that satisfies the required uniformity requirement, the number of cosets
in the partition may be rather large. More precisely,

Lemma 3.3 (Green’s Regularity Lemma over F3). Let f : Fy — Fy. Let € € (0,1).
Then there exists a subspace H of G = {0,1}" of co-dimension at most W(e~3), such that
Prycq|fo+m is e-uniform] > 1 — .
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3.2. Testability of Complexity 1 Matroid Freeness

The proposition below is proved in [17]. Collectively, statements capturing the phenom-
enon that expectation over certain forms are controlled by varying degrees of the Gowers
norm are termed generalized von-Neumann type Theorems in the additive combinatorics
literature. In particular, as we only require the degree 2 Gowers norm of a function, which
is the sum of its Fourier coefficients raised to the fourth power, the following holds:

Proposition 3.4 ([17]). Suppose a binary matroid M = {vy ... v} has complexity 1 and
let fi,.... fo: Fy — Fa. Then Eppr_pn {Hle fZ(L(vZ))] < mingepy Zaeﬂ?g fi(a)t

It is an easy deduction from Proposition 3.4 to see that if f is uniform, then the number
of linear maps L where f has a M-pattern is close to E[f]™N?, where N = 2". Combining
this observation with the regularity lemma, we prove Lemma 2.7.

Proof of Lemma 2.7. Consider a test that picks a linear map L uniformly at random from
all linear maps from F5 — F% and rejects iff for all i € [k], f(L(v;)) = 1. Clearly the test

has completeness one.
Now we analyze the soundness of this test. Suppose f is e-far from being M-free. We

want to show that the test rejects with probability at least 7(e€), such that 7(€) > 0 whenever
7> 0. Let a(e) and b(e) be two functions of € that satisfy the constraint a(e) + b(e) < €, we
shall specify these two functions at the end of the proof. We now apply Lemma 3.3 to f to
obtain a subspace H of G of co-dimension at most W (a(e)~3). Consequently, f restricted
to all but at most a(e) fraction of the cosets of H are a(e)-uniform. We define a reduced

function f%:Fy — Fy as follows.
For each g € G, if f restricted to the coset g + H is a(e)-uniform, then define

{o if u(fyrn) < be)

R

€Tr) =
o) fg+un  otherwise.

Else, define fﬁH =0.

Note that at most a(e) + b(e) fraction of modification has been made to f to ob-
tain f%. Since f is e-far from being M-free, ff has a M-pattern at some linear map L.
More precisely, for every i € [k], ff(L(v;)) = 1. Now consider the cosets L(v;) + H. By
our choice of rounding, we know that f restricted to each of these cosets is a(€)-uniform
and at least b(e) dense. We will count the number of linear maps ¢ : F§ — H such
that f has a M pattern at L + ¢. Notice that the probability the test rejects is at least

— ke )3 .

To lower-bound this rejection probability, it suffices to show that the probability

Prd):F;;_)H [Vi, frew)+a(@(vi)) = 1] is bounded below by at least some constant depending

on €. To this end, we rewrite this probability as Egpr_p [Hie[k] fi(d(vy))|, where f; =
Jr(w)+m- By replacing each function f; by ﬁ(O) + (fi — ﬁ(O)), it is easy to see that the
above expression can be expanded into the sum of 2* terms, one of which is Hie[k} ﬁ-(()),

which is at least b(e)*. For the other 2¥ — 1 terms, by applying Proposition 3.4 and using
Parseval’s Identity, each of these terms is bounded above by a(¢)2. So the expression is at
least b(e)¥ — (28 — 1)a(e)?. To finish the analysis, we need to specify a(e),b(e) such that
b(e)* — (28 — 1)a(e)* > 0 and a(e) + b(e) < . Both are satisfied by setting b(e) = §, a(e) =
(5)%. Thus, the rejection probability is at least 7(e) > 2_kW((%)3k)2*k(ek — €2¥), completing
the proof. -
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4. Graphic Matroids have Complexity 1

Here we prove that graphic matroids have complexity 1. While the proof is simple,
we believe it sheds insight into the notion of complexity and shows that even the class of
1-complexity matroids is quite rich.

As we have seen earlier, Lemma 2.7 holds for any matroid of complexity 1. Hence, it is
a natural question to ask whether there exist non-graphic matroids which have complexity
1. In the Appendix of the full version [14] we show that such matroids do exist. It is an
open question to come up with a natural characterization of matroids having complexity 1.

5. Infinitely many Monotone Properties

In this section we prove Theorem 1.3, that there are infinitely many matroids for which

the property of being M-free are pairwise very different.
To do so we consider a pair of target matroids M; and Ms. Based on just the first

matroid M, we create a canonical function f = faq, : Fy — Fa. We show, using a simple
analysis, that this canonical function is far from being M free. We then show that if this
function has an instance of My inside, then there is a “homomorphism” (in a sense we
define below) from Ms to M. Finally we show two different ways in which one can rule
out homomorphisms between pairs of graphic matroids; one based on the odd girth of the
matroids, and the other based on the maximum degree of M. Together these ideas lead
to proofs of distinguishability of many different matroids.

Definition 5.1. Given a binary matroid M represented by vectors vq,...,v; € Fé‘, and
integer n > k, let the canonical function f = faq : F§ — Fo be given by f(x,y) = 1 if
x € {v1,...,v;} and 0 otherwise; where x € F& and y € Fg_k.

Claim 5.2. Let M be a binary matroid with v; # 0 for all i € {1,...,k}. Then fp is
%—far from being M-free.

We now introduce our notion of a “homomorphism” between binary matroids. (We
stress that the phrase homomorphism is conjured up here and we are not aware of either
this notion, or the phrase being used in the literature. We apologize for confusion if this
phrase is used to mean something else.)

Definition 5.3. Let M; and M3 be binary matroids given by vy, ..., v, € F§ and wy, ..., wy
. We say that My has a homomorphism to M if there is a map ¢ : {wy,...,w,} —
{v1,..., v} such that for every set T C [{] such that ), ,w; = 0, it is the case that

Zz‘eT P(wi) = 0.
For graphic matroids, the matroid-homomorphism from G to H is a map from the edges
of G to the edges of H that ensures that cycles are mapped to even degree subgraphs of H.

Lemma 5.4. If the canonical function faq, contains an instance of Ma somewhere, then
Mo has a homomorphism to M.

The above lemma now motivates the search for matroids My that are not homomorphic
to M. Proving non-homomorphism in general may be hard, but we give a couple of settings

where we can find simple proofs. Each addresses a different case of Theorem 1.3.
For a matroid M, let its odd girth, denoted og(M), be the size of the smallest dependent

set of odd cardinality, i.e. the size of the smallest odd set T C [{] such that ) ., w; = 0.
Lemma 5.5. If My has a homomorphism to My, then og(Mas) > og(My).
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For graphic matroids constructed from the odd cycle graph Cj, we have that its odd
girth is just k and so the above lemmas combine to give that Ci-freeness is distinguishable

from Cj4o-freeness, and this suffices to prove Part (1) of Theorem 1.3.
However the odd girth criterion might suggest that G-freeness for any graph containing

a triangle might be equivalent. Below we rule this possibility out.

Lemma 5.6. Let M be the graphic matroid of the complete graph K, on a vertices, and
let M be the graphic matroid of K. Then, if b > (g) + 2, there is no homomorphism from
Mo to Mj.

We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. First note that Cj,o-free functions are also Cy-free. Informally, sup-
pose a function f has a k cycle at point z1,...,z, i.e., f(x;) = 1 at these points and
> ;% = 0. Then f has a k + 2 cycle at the points 1,21, 21, 22,...,2;. (This informal
argument can obviously be converted to a formal one once we specify the graphic matroids

corresponding to Cy and Cj.o formally.)
On the other hand, if we take M to be the graphic matroid corresponding to Cj and

f to be the canonical function corresponding to M, then by Claim 5.2 it is 27*-far from

M -free, and by Lemmas 5.4 and 5.5 it does not contain My, the graphic matroid of Co.
For the second part of the theorem, note that every property that is G-free is also

H-free if G is a subgraph of H. Thus Kj-free is contained in K, free if k¥ < ¢. The proper
containment can now be shown as above, now using Claim 5.2 and Lemmas 5.4 and 5.6. =

6. Conclusions and Future Work

We introduced an infinite family of properties of Boolean functions and showed them to
be testable. These properties were specified by a matroid M on k elements and a pattern
¥ C {0,1}*. However to capture the full range of linear-invariant non-linear properties
that allow one-sided error local tests, we should also allow the conjunction of a constant
number of constraints. We believe this could lead to a characterization of all linear-invariant

non-linear properties that allow one-sided error local tests.
In a different direction, we feel that it would also be nice to develop richer techniques to

show the distinguishability of syntactically different properties. For instance, even for the
graphic case we don’t have a good understanding of when two different graphs represent
essentially the same properties, and when they are very different.
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