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1 Introduction

Continuous Optimization is an important toolkit for deep learning. It aims to solve the canonical problem
is solving the unconstrained minimization problem:

minimize f(z), where f is continuous and smooth. (1)
x

(For us, smooth means that derivatives of all orders exist.) This problem is (of course) intractable in
general, so we will make additional assumptions in order to be able to design algorithms. It turns out
that all of our algorithms will be iterative. So that we will need to specify a primitive that, given the
current solution x! determines in what direction and how far we should go to obtain an even better
solution xt+!.

2 Gradient Descent Method

The most fundamental tool for solving continuous optimization problems is gradient descent method.
The basic idea here relies on the Taylor expansion of our function around our current point x (in order
to find the best step A to take to arrive to the new solution). This expansion states that

flz+A) = f(x) +Vf(x)TA+%ATV2f(x)A+..., (2)
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where ¢, (A) = f(z) + Vf(2)TA can be viewed as the linear approximation of our function at the point
2 and g, (A) is the “tail error” of this approximation. Note that

e (M) ~ IA] - and  [lez(A)] < O(A]). 3)

for sufficiently small A. So, in principle, by taking A small enough we can always ensure that the error
of our linear approximation is smaller than the benefit from moving in the direction that minimizes

P (D).
2.1 Smoothness Assumptions

The second condition in (3) can be seen as a form a of smoothness condition. Specifically, we define the
notion of S-smoothness.

Definition 1 A function f is 5-smooth iff

1
0:(A) < ?BHAHZ, for all x and A. (4)
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In particular, this implies that f is dominated by a quadratic function ¢, (A) + 38[|A||2. That is,

Fla+8) < ou(8) + 561AJ7,

for all  and A.
Thus we can consider minimizing the proxy ¢, (A)+ B[ A[|? as a function of A in lieu of minimizing
f(z + A) directly. Since the minimizer is A* = —%A f(z), we arrive at the gradient descent algorithm.

e Pick an initial point, say, 2z° = 0.

e Fort=0,1,...,T, set

1
ot =2t — —Vf(ah). (5)
g
This basic algorithm has the following guarantee on the amount of progress made in each step
1
fat) = f(z"*) = %IIVf(xt)II- (6)

As a result, it eventually is bound to a point Z such that
IV f(2)]l ~ 0. (7)

This means that & will be a critical point. However, it might be a saddle point and not necessarily a
local extremum. So, further assumptions are needed to guarantee convergence to optimality.

2.2 Convexity

If we assume that f is convex, then & is indeed guaranteed to be a global minimum. Convexity is
equivalent to having the bound

0< 0u(d) < LA, (5)

for all x and A.

It can then be shown that after T = O(BR?*c~1) steps, where R = ||2° — z*||, we have that f(z7) —
f(x*) < e. However, this linear dependence on ¢~! and R can be quite inconvenient. So, we need a
stronger assumption to get a better bound.



2.3 Strong-a Convexity Assumption

Definition 2 The function f is said to be strong-a convex iff
1
EaHAHQ < 0.(A)  for all z and A and a > 0. (9)

So, if we assume that f is strong-a« convex and S-smooth, this means that the error g, (A) is “sandwiched”
by two quadratics, i.e.,

1 1
SolIAI? < 0.(8) < SplAJ,

for all z and A. Consequently, the function f(x+A) is “sandwiched” as well by corresponding quadratics
too. That is, we have

1 1
PalB) + 5l AIP < 0a(8) < SBIAIR,

for all x and A. (See the Figure 1.)
Once this assumption is in place, we can attain f(z7) — f(2*) < ¢ using only

T=0 (5 log f) steps. That is, we have a logarithmic dependency in . (10)
e

The quantity k := 8/« is called the condition number of f. It can be viewed as a reflection of the
“badness” of the (Euclidean) geometry of f.

In particular, if f is twice differentiable everywhere (which we assumed here), the values of @ and g
correspond to the bounds on the smallest and largest eigenvalues of the Hessian. That is,

o= ir;f )\mm(v2f(:r)) and [ =sup )\max(v2f(x)) (11)

Now, to get some intuition regarding why this condition number is important one should note that
when x = 1 (i.e., when f is quadratic), the gradient point directly in the direction of the minimizer.
Conversely, when & is large, the gradient direction does not correlate well with the direction towards
minimum. As a result, the optimization path tends to slowly zig-zag toward the minimizer. See the
figures below.
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