
Societal Impact of ML



Machine Learning: A success story

http://www.worldtonetech.com/

https://www.androidauthority.com/google-translate-video-translation-629893/

https://medium.com/ai-musings/the-tyranny-of-appearances-in-ai-ef3c34515711



The world is ready for ML

… but is ML ready for the world?

https://www.healthgazette24.com/tag/health-medical-insurance-carriers/

https://egyptinnovate.com/en/idea-bank/self-driving-cars

https://journal.jp.fujitsu.com/en/2016/10/17/01/



(Credits: Moritz Hardt)



What can go wrong?







(Credits: Moritz Hardt)





https://newsroom.cisco.com/feature-content?type=webcontent&articleId=1938827



Why is this happening?



→ Skewed sample

→ Tainted examples

→ Limited features

[Barocas Selbst 2016]

→ Sample size disparity



How to fix this?



Natural solution:  
Fairness Through Blindness

“We don’t even look at ‘race’!”

https://visualhunt.com/lady-justice-statue



Problem: You do not need  
to look at ‘race’ to predict the race

→ Proxies are everywhere  
    (and ML is great at picking them up)



What is fair?



→ Disparate treatment

→ Disparate outcome

https://mrtz.org/nips17/#/10



But: How to make that precise?
→ Unawareness
→ Demographic Parity 
→ Equalized Odds 

→ Predictive Rate Parity 
→ Individual Fairness 

→ Counterfactual Fairness 

(Big) Problem:  
Fundamental incompatibility



Is it only about 
fairness?



https://www.youtube.com/watch?v=ecClODh4zYk



https://www.youtube.com/watch?v=bWOUIvknFBc


