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Abstract

We give the first polylogarithmic-competitive randomized online algorithm for the k-server
problem on an arbitrary finite metric space. In particular, our algorithm achieves a competitive
ratio of O(log3 nlog? k) for any metric space on n points. Our algorithm improves upon the
deterministic (2k — 1)-competitive algorithm of Koutsoupias and Papadimitriou [23] whenever
n is sub-exponential in k.

1 Introduction

The k-server problem is one of the most fundamental and extensively studied problems in online
computation. Suppose there is an n-point metric space and k servers are located at some of the
points of the metric space. At each time step, an online algorithm is given a request at one of the
points of the metric space, and this request is served by moving a server to the requested point (if
there is no server there already). The cost of serving a request is defined to be the distance traveled
by the server. Given a sequence of requests, the task is to devise an online strategy minimizing the
sum of the costs of serving the requests.

The k-server problem was originally proposed by Manasse et al. [24] as a broad generalization of
various online problems. The most well studied problem among them is the paging (also known as
caching) problem, in which there is a cache that can hold up to k pages out of a universe of n pages.
At each time step a page is requested; if the page is already in the cache then no cost is incurred,
otherwise it must be brought into the cache (possibly causing an eviction of some other page) at
a cost of one unit. It is easy to see that the paging problem is equivalent to the k-server problem
on a uniform metric space, and already in their seminal paper on competitive analysis, Sleator
and Tarjan [27] gave several k-competitive algorithms for paging, and showed that no deterministic
algorithm can do better. This prompted Manasse et al. [24] to state a far-reaching conjecture that
a similar result holds for an arbitrary metric. More precisely, they conjectured that there is a
k-competitive online algorithm for the k-server problem on any metric space and for any value of
k. This conjecture is known as as the k-server conjecture.
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At the time that the k-server conjecture was stated, an online algorithm with competitive
ratio that depends only on k was not known. It was first obtained by Fiat et al. [19]. Improved
bounds were obtained later on by [22, 9], though the ratio still remained exponential in k. A major
breakthrough was achieved by Koutsoupias and Papadimitriou [23], who showed that so-called work
function algorithm is (2k — 1)-competitive. This result is almost optimal, since we know that any
deterministic algorithm has to be at least k-competitive. We note that a tight competitive factor
of k is only known for special metrics such as the uniform metric, line metric, and — more generally
— trees [14, 15].

Even though the aforementioned results are all deterministic, there is also a great deal of interest
in randomized algorithms for the k-server problem. This is motivated primarily by the fact that
randomized online algorithms (i.e., algorithms working against an oblivious adversary) tend to
have much better performance than their deterministic counterparts. For example, for the paging
problem, several O(log k)-competitive algorithms are known [20, 25, 1, 2], as well as a lower bound
of Q(log k) on the competitive ratio.

Unfortunately, our understanding of the k-server problem when randomization is allowed is
much weaker than in the deterministic case. Despite much work [12, 8, 10], no better lower bound
than Q(log k) is known on competitive factors in the randomized setting. Conversely, no better
upper bound, other than the deterministic guarantee of 2k — 1 [23] mentioned above, is known
for general metrics. Thus, an exponential gap still remains between the known lower and upper
bounds.

Given the lack of any lower bounds better than (log k), it is widely believed that there is an
O(log k)-competitive randomized algorithm for the k-server problem on every metric space against
an oblivious adversary - this belief is captured by the so-called randomized k-server comjecture.
Unfortunately, besides the previously-mentioned O(log k)-competitive algorithm for the case of a
uniform metric, even when we allow the competitiveness to depend on other parameters of the
metric, such as the number of points n, or the diameter A, non-trivial guarantees are known only
for very few special cases. For example, the case of a well-separated metric [26], the case of a metric
corresponding to a binary HST with high separation [16], the case of n = k + O(1) [7], as well as
some other cases [17, 3, 4]. For the weighted paging problem!, [2] gave an O(logk)-competitive
algorithm (see also [3]) which is based on the online primal-dual approach. However, no non-trivial
guarantees are known even for very simple extensions of the uniform metric, e.g., two-level HSTs
with high separation.

For a more in-depth treatment of the extensive literature on both paging and the k-server
problem, we suggest [13].

1.1 Our Result

We give the first polylogarithmic competitive algorithm for the k-server problem on a general metric
with a finite number of points n. More precisely, our main result is the following.

Theorem 1. There is a randomized algorithm for the k-server problem that achieves a competitive
ratio of O(log? klog® nloglogn) = O(log? klogn) on any metric space on n points.

The starting point of our algorithm is the recent approach proposed by Coté et al. [16] for
solving the k-server problem on hierarchically well-separated trees (HSTs). It is well known that

In weighted paging, arbitrary weights are associated with fetching the pages into the cache. This problem
corresponds to the k-server problem on a weighted star.



solving the problem on HSTs suffices, as any metric space can be embedded into a probability
distribution over HSTs with low distortion [18].

More precisely, Coté et al. defined a problem on uniform metrics which we call the allocation
problem. They showed that an online randomized algorithm for the allocation problem that provides
certain refined competitive guarantees can be used as a building block to recursively solve the k-
server problem on an HST, provided the HST is sufficiently well-separated. Roughly speaking, in
their construction, each internal node of the HST runs an instance of the allocation problem that
determines how to distribute the available servers among its children nodes. Starting from the
root, which has k servers, the recursive calls to the allocation problem determine the number of
servers at each leaf of the HST, giving a valid k-server solution. The guarantee of this k-server
solution depends on both the guarantees for the allocation problem, as well as the depth of the
HST (i.e., the number of levels of recursion). The guarantees obtained by Coté et al. [16] for the
allocation problem on a metric space with two points allowed them to obtain an algorithm for the
k-server problem on a sufficiently well-separated binary HST having a competitive ratio that is
polylogarithmic in k, n, and the diameter A of the underlying metric space. Unfortunately, the
fact that the HST has to be binary as well as have a sufficiently good separation severely restricts
the metric spaces to which this algorithm can be applied.

Given the result of Coté et al. [16], a natural approach to establishing our result is coming
up with a randomized algorithm having the required refined guarantees for the allocation problem
on an arbitrary number of points. However, it is unclear to us how to obtain such an algorithm.
Instead, we pursue a more refined approach to solving the k-server problem via the allocation
problem. By doing so we are able to bypass the need for a “true” randomized algorithm for the
allocation problem and are able to work with a (much) weaker formulation. More precisely, our
result consists of three main parts.

1. We show that instead of obtaining a randomized algorithm for the allocation problem, it suf-
fices to obtain an algorithm for a certain fractional relaxation of it. Employing this relaxation
makes the task of designing such a fractional allocation algorithm easier than designing the
version of the allocation problem that was considered earlier. Next, building upon the argu-
ments in Coté et al. [16], we show that a sufficiently good online algorithm for this fractional
allocation problem can be used as a building block to obtain a good fractional solution to
the k-server problem on an HST. Finally, by proving that such a fractional k-server solution
can be rounded in an online randomized manner, while losing only an O(1) factor in the
competitive ratio, we get a reduction of the k-server problem to our version of the fractional
allocation problem.

An interesting feature of this reduction is that our fractional relaxation is too weak to give
anything better than an O(k) guarantee for the (integral) allocation problem, since there are
instances on which any integral solution must pay €2(k) times the fractional cost. Therefore,
it is somewhat surprising that even though our relaxation is unable to provide any reasonable
algorithm for the (integral) allocation problem, it suffices to give a good guarantee for the
(integral) k-server problem.

2. As the next step, we design an online algorithm for the fractional allocation problem with the
refined guarantees required in the above reduction. Our techniques here are inspired by the
ideas developed recently in the context of the caching with costs problem [3] and weighted
paging [2]. However, while these previous algorithms were designed and described using the



online primal-dual framework, our algorithm is combinatorial. To analyze the performance
we employ a novel potential function approach.

By plugging the algorithm for the fractional allocation problem into the above reduction, we
get a (roughly) O(¢log(kf))-competitive algorithm for the k-server problem on an HST of
depth ¢, provided that the HST is sufficiently well-separated.

3. Finally, we note that the competitive guarantee provided by the above k-server algorithm
depends on the depth ¢ of the HST we are working with and, as ¢ can be Q(logA), this
guarantee can be polylogarithmic in A. Therefore, as A can be 292(n)  this would lead to
competitiveness that is even polynomial in n.? To deal with this issue, we define a weighted
version of an HST in which the edge lengths on any root-to-leaf path still decrease at (at
least) an exponential rate, but the lengths of the edges from a given node to its children could
be non-uniform. We prove that any HST can be transformed to a weighted HST of depth
¢ = O(logn) while incurring only an O(1) distortion in leaf-to-leaf distances. We then show
that our previous ideas can be applied to weighted HSTs as well. In particular, our online
fractional allocation algorithm is actually developed for a weighted star metric (instead of a
uniform one), and, as we show, it can be employed in our reduction to obtain a fractional k-
server algorithm on a weighted HST. The fractional k-server algorithm can again be rounded
to a randomized algorithm with only an O(1) factor loss. Since ¢ is now O(logn) and thus

does not depend on A, it gives us an overall guarantee which is polylogarithmic only in n and
k.

In Section 2 we describe the above ideas more formally and also give an overview of the paper.

1.2 Preliminaries

We provide definitions and concepts that will be needed in the paper.

Hierarchically well-separated trees. Hierarchical well-separated trees (HST-s), introduced
by Bartal [5, 6], is a metric embedding technique in which a general metric is embedded into a
probability distribution defined over a set of structured trees (the HST-s). The points of the metric
are mapped onto the leaves of the HST, while internal tree nodes represent clusters. The distances
along a root-leaf path form a geometric sequence, and this factor is called the stretch of the HST.
An HST with stretch o is called a 0-HST. The embedding guarantees that the distance between
any pair of vertices in the metric can only increase in an HST, and the expected blowup of each
distance, known as the distortion, is bounded. It is well known that any metric on n points can
be embedded into a distribution over o-HSTs with distortion O(o log, n) [18]. This approach of
embedding into HSTs is particularly useful for problems (both offline and online) which seem hard
on a general metric, but can be solved fairly easily on trees (or HSTs).

Due to the special structure of HSTs, the task of solving problems on them can sometimes be
reduced to the task of solving a more general (and thus harder) problem, but on a uniform metric.
For example, this approach was used to obtain the first polylogarithmic guarantees for the metrical
task systems problem (MTS) by [7] (later further refined by [21]). More precisely, Blum et al. [7]
defined a refined version of MTS on a uniform metric known as unfair-MTS and showed how an

2To see an example when this is the case, one could consider a metric space corresponding to n points on a line
that are spaced at geometrically increasing distances.



algorithm with a certain refined guarantee for it can be used recursively to obtain an algorithm for
MTS on an HST. This approach is especially appealing in the context of the k-server problem, as
this problem on a uniform metric (i.e. paging) is well- understood. This motivated Coté et al. [16]
to define a problem on a uniform metric, that we call the allocation problem, and show how a good
algorithm for it can be used to design good k-server algorithms on HSTs. This problem is defined
as follows.

The allocation problem. Suppose that a metric on d points is defined by a weighted star in
which the distance from the center to each point 7, 1 < i < d, is w;.> At time step ¢, the total
number of available servers, k(t) < k, is specified, and we call the vector kK = (k(1),x(2),...) the
quota pattern. A request arrives at a point i* and it is specified by a (k + 1)-dimensional vector
ht = (h'(0),ht(1),. .., hi(k)), where h'(j) denotes the cost of serving the request using j servers.
The cost vectors at any time are guaranteed to satisfy the following momnotonicity property: for
any 0 < j < k — 1, the costs satisfy hf(j) > h'(j + 1). That is, serving a request with more servers
cannot increase the cost. Upon receiving a request, the algorithm may choose to move additional
servers from other locations to the requested point and then serve it. The cost is divided into two
parts. The movement cost incurred for moving the servers, and the hit cost determined by the cost
vector and the number of servers at location i*.

In this paper, we will be interested in designing algorithms for (a fractional version of) this
problem that provide a certain refined competitive guarantee. Namely, we say that an online
algorithm for the allocation problem is (6, v)-competitive if it incurs:

e a hit cost of at most 6 - (Optcost + A - g(k));
e a movement cost of at most v - (Optcost + A - g(k)),

where Optcost is the total cost (i.e., hit cost plus movement cost) of an optimal solution to a given
instance of the allocation problem, g(x) := ), |s(t) — (t — 1)| is the total variation of the server
quota pattern, and A is the diameter of the underlying metric space.

From allocation to k-server. Coté et al. [16] showed that a (1 + ¢, §)-competitive online algo-
rithm for the allocation problem on d points — provided ¢ is small enough and 5 = O.(polylog(d, k))
— can be used to obtain a polylogarithmic competitive algorithm for the k-server problem on general
metrics. In particular, the next theorem follows from their work and is stated explicitly in [3].

Theorem 2. Suppose there is a (1 + €, 5)-competitive algorithm for the allocation problem on a
uniform metric on d points. Let H be an o-HST with depth £. Then, for any € < 1, there is an
OBy /(v — 1))-competitive algorithm for the k-server problem on H, where

v=(1+¢) <1+3>+O(§>.

Setting e = 1/4, this gives an O(BL)-competitive algorithm on o-HSTs, provided the HST separation
parameter o is at least BE.

3Even though Coté et al. [16] considered the allocation problem on a uniform metric, we find it useful to work
with the more general weighted-star metric version of this problem.



At a high level, the k-server algorithm in Theorem 2 is obtained as follows. Each internal
node p in the HST runs an instance of the allocation problem on the uniform metric formed by its
children. In this instance, the cost vectors appearing at a child ¢ are guided by the evolution of
the cost of the optimal solution to the instance of the k-server problem restricted to the leaves of
the subtree that is rooted at 7. Furthermore, the quota patterns for each of the allocation problem
instances is determined recursively. The root of the tree has a fixed server quota of k, and the quota
corresponding to a non-root node i is specified by the number of servers that are allocated to i by
the instance of the allocation problem run at the parent of . The distribution of the servers on the
leaves of the tree is determined in this manner, thus leading to a solution to the k-server problem.
The overall guarantee in Theorem 2 follows roughly by showing that the hit cost guarantee of (1+¢)
multiplies at each level of the recursion, while the movement cost guarantee of 5 adds up.

Weighted HSTs. Note that the guarantee in Theorem 2 depends on ¢, the depth of the o-HST,
which in general is ©(log, A). To avoid the resulting dependence on the diameter A that can be as
large as 2" we introduce the notion of a weighted o-HST. A weighted o-HST is a tree having the
property that for any node p, which is not the root or a leaf, the distance from p to its parent is at
least o times the distance from p to any of its children. Thus, unlike an HST, distances from p to
its children can be non-uniform. The crucial property of weighted HSTs that we will show later is
that any o-HST T with O(n) nodes can be embedded into a weighted o-HST with depth O(logn),
such that the distance between any pair of leaves of T' is distorted by a factor of at most 20/(c —1)
(which is O(1) if, say, o > 2). Reducing the depth from O(log A) to O(logn) allows us to replace
the factor of log A by logn in the bound on the competitive factor we get for the k-server problem.

Fractional view of randomized algorithms. The relation between randomized algorithms
and their corresponding fractional views is an important theme in our paper. By definition, a
randomized algorithm is completely specified by the probability distribution over the configura-
tions (deterministic states) at each time step of the algorithm. However, working explicitly with
such distributions is usually very cumbersome and complex, and it is often simpler to work with
a fractional view of it. In a fractional view, the algorithm only keeps track of the marginal dis-
tributions on certain quantities, and specifies how these marginals evolve with time. Note that
there are multiple ways to define a fractional view (depending on which marginals are tracked).
For example, for the k-server problem on an HST, the fractional view might simply correspond to
specifying the probability p; of having a server at leaf i (instead of specifying the entire distribution
on the k-tuples of possible server locations). Clearly, the fractional view is a lossy representation of
the actual randomized algorithm. However, in many cases (though not always), a fractional view
can be converted back to a randomized algorithm with only a small loss. We now describe the
fractional views we employ for the two main problems considered in this paper.

Fractional view of the k-server problem on an HST. Let T be a 0-HST. For anode j € T,
let T'(j) be the set of leaves in the subtree rooted at j. In the fractional view, at each time step ¢,
the probability of having a server at leaf i, denoted by pf, is specified. Upon getting a request at
leaf i at time ¢, a fractional algorithm must ensure that pf = 1. Let the expected number of servers
at time ¢ at leaves of T'(j) be denoted by k'(j) = > ieT() p!. Clearly, the movement cost incurred

at time ¢ is >0 W ()| (5) — kt=1(4)|, where W (j) is the distance from j to its parent in 7T



It is easy to verify that the cost incurred by any randomized algorithm is at least as large as
the cost incurred by its induced fractional view. Conversely, it turns out that the fractional view is
not too lossy for a o-HST (provided o > 5). In particular, in Section 5.2 we show that for a o-HST
(o0 > 5), an online algorithm for the k-server problem in the fractional view above can be converted
into an online randomized algorithm, while losing only an O(1) factor in the competitive ratio.

The fractional allocation problem. For the allocation problem we consider the following frac-
tional view. For each location ¢ € [d], and all possible number of servers j € {0,...,k}, there is a
variable a;f ; denoting the probability of having exactly j servers at location ¢ at time ¢. For each
time ¢, the variables ﬂ:ij must satisfy the following constraints.
1. For each location i, the variables xﬁ j specify a probability distribution, i.e., ) y xf ;=1 and
each :Uf j is non-negative.

2. The number of servers used is at most x(t), the number of available servers. That is,

ZZj : l“f] < K(1).

i

At time step ¢, when cost vector h' arrives at location ', and possibly () changes, the algorithm
can change its distribution from Z'~! to Z' incurring a hit cost of Y j ht( j)xzt ;- The movement
cost incurred is defined to be

k
Dowid D wg =Y w (1)

i J=15'<g J'<3j

Remark: Note that when our configurations are integral, this quantity is exactly the cost of
moving the servers from configuration ! to configuration Z'. In the fractional case, each term
in the outermost sum can be seen as equal to the earthmover distance between the probability
vectors (xfz)l, . ,:zﬁl) and (:cao, e ,xfk) with respect to a linear metric defined on {0,1,...,k}.
The earthmover distance is the optimal solution to a transportation problem in which z!~! is the

t—1

supply vector, z¢ is the demand vector, and the cost of sending one unit of flow between T, and

aj j is w; - |j — j'|, since |j — j'| is the change in number of servers resulting from sending this
unit of flow. It is not hard to see? that in the case of a linear metric, the optimal solution to the

transportation problem (up to a factor of 2) is captured by (1).

A gap instance for the fractional allocation problem. As mentioned earlier, unlike the
fractional view of the k-server problem presented above, the fractional view of the allocation problem
turns out to be too weak to yield a randomized algorithm for its integral counterpart. We thus
present an instance of the allocation problem for which the ratio between the cost of any integral
solution and the cost of an optimal fractional solution is (k). However, we stress that even though
the fractional view fails to approximate the integral allocation problem, we are still able to use it
to design a fractional (and, in turn, integral) solution to the k-server problem. In particular, we

4Using uncrossing arguments on the optimal transportation solution.



show in Section 4 that Theorem 2 holds even when we substitute the randomized algorithm for the
allocation problem with the fractional algorithm.

Let us consider a uniform metric space over d = 2 points, and consider an instance of the
allocation problem in which exactly x(t) = k servers are available at each time. Furthermore, at
each odd time step 1,3,5, ..., the cost vector h = (1,1,...,1,0) arrives at location 1, and at each
even time step 2,4, 6, ..., the vector b’ = (1,0,0,...,0) arrives at location 2.

We show that any integral solution to this instance of the allocation problem must incur a high
cost, while there is an (k) times cheaper solution in the fractional view.

Claim 3. Any solution to the instance above incurs a cost of Q(T) over T time steps.

Proof. Observe that the hit cost can be avoided at location 1 only if it contains k servers, and it
can be avoided at location 2 only if it contains at least one server. Thus, any algorithm that does
not pay a hit cost of at least 1 during any two consecutive time steps, must move at least one

server between locations 1 and 2, incurring a movement cost of at least 1, concluding that the cost
is Q(T). O

Claim 4. There is a solution in the fractional view of cost O(T/k) over T time steps.

Proof. Consider the following solution in the fractional view. At each time step ¢, let:

1 1
xtm = xtlk =1- = and x%l =1.

Note that this solution satisfies all the constraints in the fractional view. Since location 2 always has
a server, it never pays any hit cost. Moreover, location 1 has fewer than k servers with probability
1/k, it thus incurs only a hit cost 1-x10 = 1/k at every odd time step. Also, as the solution does
not change over time, the movement cost is 0. 0

2 Overview of Our Approach

In this section we give a formal description of our results, outline how they are organized, and
discuss how they fit together so as to obtain our main result.

Fractional allocation algorithm. In Section 3 we consider the fractional allocation problem
on a weighted star, and prove the following theorem.

Theorem 5. For any € > 0, there exists a fractional (1 4 &,0(log(k/¢)))-competitive allocation
algorithm on a weighted star metric.

From allocation to k-server problem. In Section 4 we show how the algorithm from Theorem
5 can be used to obtain a fractional k-server algorithm on a sufficiently well-separated weighted
HST. In particular, we show that:

Theorem 6. Let T be a weighted o-HST of depth €. If, for any 0 < ¢ < 1, there exists a
(1+¢,log(k/e))-competitive algorithm for the fractional allocation problem on a weighted star, then

there is an O(£log(kl))-competitive algorithm for the fractional k-server problem on T, provided
o= Q(llog(kl)).



Putting it all together. We now show how to use Theorems 5 and 6 to prove our k-server
guarantee for general metrics, i.e., to prove Theorem 1.
To this end, we need two more results that we prove in Section 5. First,

Theorem 7. Let T be a o-HST with 0 > 5. Then any online fractional k-server algorithm on
T can be converted into a randomized k-server algorithm on T with an O(1) factor loss in the
competitive ratio.

Note that the above result gives a rounding procedure only for HSTs (and not weighted HSTs).
To relate HSTs to weighted HST's, we show the following.

Theorem 8. Let T be a o-HST with n leaves, but possibly arbitrary depth. Then T' can be trans-
formed into a weighted o-HST T such that: T has depth O(logn), the leaves of T and T are
identical, and any leaf to leaf distance in T is distorted by a factor of at most 20/(c — 1) in T.

Given the above results, we can present the proof of our main theorem.

Proof of Theorem 1. Our algorithm proceeds as follows. First, we use the standard technique
[18] to embed the input (arbitrary) metric M into a distribution g over o-HSTs with stretch
o = O(lognlog(klogn)). This incurs a distortion of O(clog,n) and the resulting HSTs have
depth O(log, A), where A is the diameter of M. N

Next, we pick a random HST 7' according to the distribution x, and transform 7" into 7" using
Theorem 8. As T has depth ¢ = O(logn), it holds that ¢ = ©(flog(kf)) and hence applying
Theorem 6 to T' gives an O(¢log(kl)) = O(logn log(klogn))-competitive fractional k-server algo-
rithm on 7'. Since the leaves of T' and T' are identical, and the distances only have O(1) distortion,
the fractional k-server solution on 7" induces an O(log n log(k logn))-competitive fractional k-server
solution on 7. By Theorem 7, this gives an O(lognlog(klogn))-competitive randomized k-server
algorithm on T'.

We now relate the optimum k-server cost on M to the optimum on 7. Let Optj; denote the
optimum k-server solution on M, and let ¢y denote the cost of this solution on 7. Since the
expected distortion of distances in our ensemble of HST's is small, we have:

E,ler] = O(clog, n) - Opt;. (2)

Let Algy denote the cost of the solution produced by the online algorithm on 7', and let Alg,,
denote the cost of this solution on the metric M. As the pairwise distances in T are at least the
distances in M, Alg,, < Algy. Also, as Algy is O(lognlog(klog n))-competitive, it follows that:

Alg,, < Algy = O(lognlog(klogn)) - ¢ < O(lognlog(klogn)) - ep

where ¢ is the optimum k-server cost on 7' (and hence ¢} < ¢7). Taking expectation with respect
to p above and using (2), the expected cost of our solution E,[Alg,,| satisfies:

E,[Alg,/] = O(lognlog(klogn)) - E,lcr] = O(olog, n) - O(log nlog(klogn)) - Optyy,

which implies that the overall algorithm has a competitive ratio of

3 2
o(o(28m)).0 (lognlog(klogn)) = O log_n(log(klogn)”) _ (log” klog” nlog log n) .
log o log logn

O]



3 The Fractional Allocation Problem

Consider a metric corresponding to a weighted star on d leaves (also called locations) 1,. .., d, where
w; is the distance from leaf i to the root. Let us fix a sequence of cost vectors h°, h',... and a
server quota pattern k = (k(1),%(2),...), where x(t) is the number of servers available at time ¢,
and k(t) < k for all times .

Recall that in the fractional allocation problem the state at each time ¢ is described by non-
negative variables x! denoting the probabihty that there are exactly j servers at location 7. At
each time ¢, the Variableb x} ; satisfy: (1) > ;i = 1, for each i; (2) 3, > g s < k().

As we shall see, when describing and analyzing our algorithm for the fractional allocation
problem, it will be easier to work with variables y;j, defined as

yii= Y aly,  forie{l,....d}, je{l,2,... k+1}.

Le., yf ; is the probability that at time ¢ we have less than j servers at location i. Clearly, for every
i, as long as:

t
S y 7]’

i i1 =1, Vie{l,....d}, je{2,... . k+1}, (4)

there is always a unique setting of the variables x! ;.;5 that corresponds to the y 3. Therefore, in
what follows we make sure that the variables y! 48 generated by our algorithm satisfy the above two
conditions.

The condition that at most k(t) servers are available at each time ¢ can be expressed in terms

of yf’j as
d k d k d k k
DD ouy o= oY (k—daly=k) Y ai =) Y
P s Lt £ Lt £
d k
= kd— (Zzg'a;;j > kd — k(t). (5)

Let us now focus on a particular cost vector ht = (h*(0),h!(1),...,ht(k)) corresponding to time
step t. Recall that h!(j) is the hit cost incurred when serving the request using exactly j servers.
We can express h' as
A= { ht(j —1)—htG) j=1,2,...,k
J ht(k) j=k+1

The variables )\3 are non-negative as the hit costs are non-increasing in j, i.e., h*(0) > h'(1) >

. > h(k). Intuitively, )\E captures the marginal cost of serving the request with strictly less than

j servers.” The hit cost incurred by a configuration 7' = {yf,j}m now has a simple formulation.

5We note that we can assume that % 41 is always 0. Otherwise, as any valid algorithm (including the optimal one)
always has at most k servers at a given location, any competitive analysis established for the case A, = h*(k) =0
carries over to the general case. Thus, from now on we remove AL 41 and also y;x+1 (that is always 1) from our
considerations and notation.
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Let i¢ denote the location on which the hit cost vector h! appears, then the hit cost Zk Lnt()at T
can be expressed as
> -7

Similarly, expression (1) for the movement cost from a configuration 7'~! to a configuration 7’
becomes

J

S (X

i=1 j=1

t t—1
Yij = Yi ‘

3.1 Description of the Algorithm

In light of the above discussion it suffices to specify how state {yf;l}” evolves to {y; ;}i; at time ¢
upon arrival of cost vector h* and server quota r(t). Our algorithm performs this evolution in two
stages. First, it executes a fiz stage in which the number of servers is decreased so as to comply
with a decrease of the quota x(t). Then, it proceeds with a hit stage, during which the (fractional)
configuration of the servers is modified to react to the cost vector h. We describe the dynamics
of both stages as a continuous process governed by a set of differential equations. As it turns out,
viewing the evolution of the server configuration this way allows us to both simplify the description
and the analysis of the algorithm. The evolution of the fractional solution during the fix stage is
parametrized by a time index 7 that starts at 0 and grows until the number of servers is no more
than x(t). The hit stage is parametrized by a time index 7 that starts initially at 0 and ends at 1.

For the sake of simplicity, let us drop the index ¢ from our notation since it does not play any
role in our analysis. We denote the configuration at time ¢ — 1 by 3° and the configuration at time
t by y'. Let A denote the hit cost vector A\! and let i denote the location ¢ that \! penalizes. The
intermediate states of the algorithm are denoted by y”, 7 > 0, during the fix stage, and by y",
n € [0, 1], durlng the hit stage. At each time n € [0, 1] (respectively, 7 > 0), the algorithm specifies

d
the derivative Zl 21 of each variable y,’ ' (respectlvely,

;7). Denote by 7. the final value
that 7 reaches during the fix stage. Eventually, each y% ; 1s defined as follows.

Te d L dy!
sy =oigt+ [ B o (6)

An important issue that needs to be addressed is proving that the differential equations speci-
fying the derivatives at each step have a (unique) solution and thus the algorithm is well-defined.
This proof turns out to be non-trivial in the case of the hit stage, since the derivative during this
stage might change in a non-continuous manner. Nevertheless, as we will show, the process is still
well-defined.

Another technical detail is that during the hit stage, in intermediate times n € [0, 1], we will
not work with the hit cost vector A directly, but rather with a modified cost vector A" that can
vary with 7. (During the first reading, the reader may assume that A7 = X\ and skip the part below
about blocks and go directly to the description of the fractional algorithm.)

We initialize A\’ = . To define A" for 7 > 0, we need the notion of blocks.

11



Blocks: During the hit stage, for each n € [0,1], we maintain a partition of the index set
{1,...,k + 1} (for location %) into blocks Bi,Bj...,B]. The collection of blocks is denoted by
D" and it satisfies the following properties.

1. ygj is identical for all indices j within any block B € D". For future reference, let us denote
by y"(B) this common value for all j € B.

2. For any block B = {j,...,j + s — 1} of length s in D", it holds that for every 1 <r < s,

j+r—1 1 Jjt+s—1 1
> S D i (7)
=i =i

That is, the average value of the A’s in any prefix of a block is no more than the average of
the entire block.

We define A" to be the cost vector obtained by averaging A over the blocks in D". That is, for
each B € D7, we set A\(B) = (3_,cp A;;)/|B|, and then

N A(B) ifi=1iand j€ B, for B€ D",
W 0 otherwise.

Now, in our algorithm, the initial partitioning D of blocks is the trivial one, i.e., one in which
each index j forms its own block. (Note that in this case we indeed have \° = \.) Next, blocks are
updated as 7 increases. For any n > 0, if two consecutive blocks B, B, 11 € D" satisfy:

y"(Bp) = y"(Bp+1) and A(Bp) < AM(Bp+1), (8)

then B, and B,1; are merged and D" is modified accordingly. Note that the condition A\(B,) <
A(Bp+1) guarantees that (7) is satisfied in the new block created by merging B, and Bj,11. As we
shall see later (Lemma 11), a crucial property of the evolution of D" during the hit stage is that
ygjs are updated in a way that guarantees that a block never splits once it is formed.

The algorithm. We are now ready to state our algorithm. It is parameterized by a parameter
€ > 0 that will be fixed later.

12



Fractional Allocation Algorithm:

Set 8= 15z, =1In(1 + %) =1In(1+ 1’;—’“)
Fix stage: Set ¢ = y'~ 1.

For any 7 € [0,00), while >, ;47 ; < kd — £(t) (i.e., while the total volume of servers exceeds

the quota) we increase each variable y; ; at a rate:
iy _ [ & (v +8) w<a
dr 0 yij =1

Denote by 7. the termination time of the fix stage.
Hit stage: Set 4" to be the state obtained at the end of the fix stage®. Define the following
update rule for any 7 € [0, 1]:

o If Z” Yi; = kd — k(t), choose N(n) > 0 such that?:

, 0 i either (N () — aXl;) > 0 and o), =1,
dy . ’ 2
isj 7 no_
an or (N(n) — 04)\2.7]-) <Oandy;; =0 9)
w%, (yzj + 5) . <N(77) — ozAZj) otherwise
and
3 dyi;
ij dn

o Otherwise (i.e., if 3, ; y?] > kd — k(t)), set N(n) =0, and define the derivatives of the
variables as above.

A

dy™ .
Output: For each (i,7), return yfvj =y Lan

t—1 e dY; 1
i,J + =0 dr dT+fn:O dn dT]

7

“Note that upon termination of the fix stage, >°, ; v/ > kd — x(t).
®As we show in Lemma 10, there is always a way of choosing N (n) such that the desired conditions are
satisfied.

High-level intuition. Before proving correctness and analyzing the performance of the above
algorithm, we provide some intuition on the dynamics underlying it.

Dynamics of the fix stage: This is fairly straightforward. The algorithm simply increases all
the variables y[ ; that are strictly less than 1 (which decreases the total number of servers), until
the quota k(t) on the number of servers is met. We note that it may also be the case that the
total number of servers used is already strictly smaller than the quota x(t) to begin with, e.g., if
the server quota increases at time t. In this case, nothing is done during the fix stage. Notice that
the rate of change of a variable y;, is proportional to its value, which means that the change is
governed by an exponential function. This kind of update rule is in line with previous algorithms
for weighted paging [2, 3].
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Dynamics of the hit stage: For simplicity, let us assume that during this stage we have that
0< y?J < 1, for all (4,7), and each y? ; is a strictly increasing function of j. That is,

0<yly <yly<...<yp <1, (10)

for all locations 7 and n € [0, 1].

Note that under this assumption condition (8) will never trigger. As a result, no blocks are
merged and we have \7 = X for all n € [0,1]. Furthermore, as in this case each variable y? ; 18
strictly between 0 and 1, its rate of change during the hit stage simplifies to:

dyiy _ 1

= (42, +8) - (N() = adig), (11)

with
0 if 35w > kd—k(1),

N(n) = e 12)
o o (0], 8)-axi o
EZJ:Z; (ij_’(y?ﬁ)r;) d otherwise (i.e. if 3=, syl = kd — k(t)).
n
(Note that the value of N(n) in the second case of (12) is determined by the fact that }_, ; dz;,j

has to be zero.)

Let us study the dynamics given by (11) more carefully. Recall that \; ; = 0 for i # 4. First, if
the number of servers used is below the quota, i.e. if >, j yf ;> kd— n(t),ithe algorithm responds
to the cost vector A by simply increasing the number of servers at location ¢ by decreasing each ygj

at a rate of %(y;j +08)- a)\gj. To understand this better, it is instructive to consider the special

case when /\?7, =1 for some particular index j and is 0 otherwise (this corresponds to the hit cost

vector A" that incurs cost 1 if there are strictly fewer than j servers at i and cost 0 otherwise). In
this case, the algorithm reduces y% and keeps other y;’s unchanged (in particular ygﬂ , and y%il
remain unchanged). As y%Jr . and y%f L do not change while Yi 7 decreases, this has the effect of

increasing the probability mass z7 I y% on (i,7), and decreasing the probability mass

ij i,j+1
x%_ L= y% - %_ L on (i, — 1)% Moreover, note that the decrease in :L‘%_ L is exactly equal to the
increase in x%

Now, let us consider the case when the number of servers used is exactly equal to the quota.
Here, we also need to ensure that the quota is maintained. This is done by offsetting the increase
in the number of servers at location i (as described by the dynamics in the previous paragraph),
by decreasing the number of servers at all locations (including 7). This is precisely the purpose

of the term N(n) in (11). It increases ij (and hence decreases the number of servers) at a rate
proportional to w%(yz’] + ) (as in the fix stage). Note that as \; ; = 0 for ¢ # 4, this update can
only decrease the number of servers at locations i # i. The overall number of servers at location ¢
can only increase, but of course due to the redistribution of probability mass at 7, it may happen
that the probability mass at some (i, j) goes down.

Unfortunately, when assumption (10) does not hold, the simple dynamics described above may
produce infeasible configurations. First, increasing or decreasing variables according to (11) does

5Tn the simplified discussion here we are implicitly assuming that m%%il > 0 by assuming that y%’j > y;";ﬂA
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not take into account that the variables need to stay in the range [0, 1], and hence this may be
violated. This happens if (i) a variable is equal to 0 and has a negative derivative, or (ii) when
it is equal to 1 and has a positive derivative. To avoid this problem we need to deactivate such
variables (by setting their derivative to be 0) when either one of these two cases occurs. Moreover,
the above dynamics may also violate the monotonicity condition (4). To avoid this issue, we need
to merge blocks and modify A7 accordingly, as was previously described.

Now, the resulting algorithm does not produce infeasible configurations anymore. However, its
dynamics is somewhat more involved. Before we discuss it, let us first provide a formal definition
of an inactive coordinate or variable.

Definition 9. During the fix stage, a coordinate (i, j) for which y; ; < 1is said to be active at time
7. Otherwise it is said to be inactive. During the hit stage, coordinate (i,j) (or variable y?]) 18 said

to be inactive at time n € [0,1] if either (N(n) — a/\Zj) >0 andy; =1, or (N(n) — a)\zj) <

0 and y?j = 0. Otherwise, coordinate (i,7) is said to be active. Denote by A" (respectively A™) the
set of active coordinates at time n (respectively T).

Now, by definition, during the hit stage at time 7 only the active variables might change. So,
we can compactly rewrite the evolution of the variables during the hit stage given in (9) as

dy}; 0 if (i, ) ¢ A",
dn w% (y:]] + 5) : (N(n) - Oé)\Z]) otherwise

(13)

dy?j

dy? .
Furthermore, as we still require that >, ; =22 = > e an Z—;J =0, if 37,y > kd — K(t), we

have that N(n) can be expressed as

0 if X, ul, > kd— k().

N(n) = S pyean w (Vi +B)aX]; e
i(m‘)em] w%(]y;{j-‘rﬁ) : otherwise (i.c. if ZiJ y2j = kd — K(1)).

(14)

In light of the above, one can see that the simple evolution of the variables in the special case
of (10), as described by (11), is a special case of the general evolution in which all coordinates
are being active and A" = X for all n € [0,1]. The reason why the analysis of the general process
is more complicated is that the set of active coordinates (and the hit cost A7) can, in principle,
change very abruptly between two values of 1. Moreover, as stated, equation (14) and Definition
9, have a circular dependency. In particular, the value of N(7n) depends on the set A", but in turn
the definition of A" also depends on the value of N (7). As a result, a priori it is not even clear that
our algorithm is well defined. That is, a unique trajectory consistent with our local evolutionary
rules indeed exists. We proceed to proving this now.

Well-definiteness of the algorithm. We start by addressing the above-mentioned issue of the
circular dependency between the value of N(n) and the set A". Note that it is not clear any more
that there always exists a non-negative normalization factor N(n) as required by our algorithm.
As we prove in the next lemma, however, one can use a simple continuity argument to prove the
existence of the desired normalization factor.

Lemma 10. There exists a N(n) > 0 for which 3, ; dzij = 0, where the derivatives dzgj are as
defined in the algorithm. Moreover, the set A" of active coordinates is never empty.
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Proof. Fix any n € [0, 1]. Let us consider the function f(s) = Zi,j(dij/dn)’N(n)=sv i.e., f(s)is the
sum of all derivatives given by equation (9) for the case when N(n) is equal to s.

Clearly, if s = N(n) = 0, then (dyzj/dn)]N(n)zs < 0 for each (7,7) and hence f(s) < 0. If
f(0) = 0 then N(n) satisfies the requirements. Note that in this case all coordinates that are
non-zero are active. This set is non-empty as at the beginning of the hit stage the sum over all
coordinates is at least kd — k(t) > 0.

Thus, suppose that f(0) < 0. Let Amax = max; )‘Zj be the largest entry in A”7. Then, at
s = N(1) = aAmax we have (dy;';/dn)|n=s > 0 for each (4, j) and hence f(s) > 0.

Next, we claim that each derivative (dyz ;/dn)|N(n)=s 18 a continuous function of s. To this end,
note that if 0 < y? < 1, then the function (dyzj/dn)m(n):s is a linear function of s (and thus is
continuous). For y,;/; = 0, the function (dyz ;/dn)|N(n)=s is zero for s < a)\z ;» and then increases
dy? .
7

linearly for s > O‘/\Zj ~ 80, again, it is continuous. Similarly, for y; ; =1, (=32)|N@)=s Is negative

if s < O‘)‘Z ;» and increases linearly until s = o - )\Z ;» and then remains zero.

Now, as each derivative is continuous, so is f. Thus, we know that by the intermediate value the-
orem the preimage f~1(0) in the interval [0, ®\pax] is non-empty. Furthermore, as f is continuous
and f(s) < 0 for s = 0, there exists a minimal s* such that f(s*) =0 and 0 < s* < aApax.

We take N(n) = s* and claim that the corresponding set A" is non-empty (which would prove
the lemma). To see why it is the case, note that if there exists a coordinate 0 < yz ;<1 then it
is always active and we are done. Otherwise, let us consider Ag (A1) to be the set of (7,7) with
ij = 0 (resp. with y;'; = 1). As the sum over all coordinates is at least kd —£(t) > 0, the set A4; is
non-empty. Suppose for s* > 0 all the coordinates in Ay, A; are inactive, then by definition for all
(i,j) € Ay, s* > O‘)‘Z j (note the strict inequality), and for all coordinates in Ay, s* < O‘)‘Z ;- This is
a contradiction to the minimality of s* as we could find a 0 < s’ < s*, such that f(s’) = 0. O

Now, as our algorithm is defined via a set of differential equations indexed by 7 and 7, to
prove that it is well-defined we need to show that there exists a unique solution to this set, and
furthermore this solution is feasible for the allocation problem. To this end, we prove the following
lemma, whose proof is in Appendix A.

Lemma 11. There exists a unique solution y™ and y", defined on the intervals T > 0, n € [0, 1],
to the set of differential equations defined by the algorithm. Furthermore, the solution satisfies the
following properties:

e Boundary: For each (i,7), and for all0 <7, and 0 <n<1: 0< ijvyz‘T,j <1.

e Monotonicity: For each (i,7), (j < k), yzj < y?,jﬂ and yl; <y

Quota: The expected number (volume) of servers at the end of the fiz stage and at any

n € [0,1] does not exceed r(t). That is, 3=, ;y;; > kd — k(t) for all n € [0,1].

Blocks: During the hit stage, Blocks can only merge (and they never split).

Discontinuity: The total number of times n € [0,1] that each location (i,j) changes its
status from active to inactive, as well as the number of discontinuity points of N(n) as a
function of n, is finite (in fact, polynomial in k and d).
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3.2 Cost Accounting

In this section we prove some helpful properties that allow us to charge the algorithm and the
optimal solution in a continuous fashion. This will simplify the potential function based analysis
that we later perform. First, we deal with the charging of the hit cost, and then with the accounting
of the movement cost.

Charging the hit cost. The issue we want to address here is that at a given time ¢ the hit costs
of the optimal solution and our algorithm depend only on the final states of both solutions. More
precisely, if 4* is the optimal solution at time ¢, and y = y' is the final state of the algorithm at
time ¢, then the hit cost of the optimal solution (respectively, of the algorithm) at time ¢ is equal to
A-y* (respectively, A -y). However, as our algorithm is described in a continuous fashion, it would
be simpler to also have a way of accounting for the hit costs in a continuous and local fashion.

In particular, we would like to account for the hit cost of the optimal solution as:

1
/ Nyt dn, (15)
n=0

and for the hit cost of the algorithm as:

1
/ AT ydn. (16)
n=0

Note that the above expressions can be interpreted as charging locally at every time n € [0,1] an
infinitesimally small hit cost of A"-y*dn (respectively, \7-y"dn) to the optimal solution (respectively,
to the algorithm). Now, to make this accounting valid, we need to show that the above expressions
can only overestimate the hit cost of our algorithm and underestimate the hit cost of the optimal
solution. We prove that this is indeed the case in the following lemma.

Lemma 12. The following inequalities hold:

1
/ Moy odn < Ay, (17)
n=0

1
/ ANyldn > Ay (18)
n=0

Proof. We first prove inequality (17). To this end, we show that for any non-decreasing vector
v = (v1,v2,...), and any 0 < 7 < n2 < 1, it holds that

ATy > NPy, (19)

Note that as A = A and y* is feasible (and thus satisfies property (4)), taking v equal to y*
immediately gives Inequality (17).

By Lemma 11, we know that the only difference between A and A7 is that some of the
blocks in D™ can be merged in D". Therefore, it suffices to show that whenever two consecutive
blocks By and Bz merge to form another block B, it holds that A(B1) > ;cp, vi + A(B2) Y icp, vi >
A(B) Y _;cpvi for any hit cost vector .
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Let 41 = ’Bl‘,fg = ’BQ‘, and let a1 = (ZieBl Ui)/fl, as = (ZiEBQ Ui)/gg. Then, by the definition
of A\(B), the inequality above is equivalent to showing that
)\(Bl)fl —+ )\(BQ)EQ

b+ 4y

A(B1)£1a1 + )\(Bg)ggag > ( ) (a1€1 + agfg). (20)

As v is increasing we have a1 < ag, and since By and By were merged, by (8) it must be that
A(B1) < A(Bg). A direct calculation shows that (20) holds under these conditions.

Now, to prove that inequality (18) also holds, we prove that whenever the derivative of A" - y"
is defined, i.e., whenever neither A" nor A" change (which is the case except for possibly finitely
many points, cf. Lemma 11) we have that

d(AW.yn)
—a < (21)

That is, the state y" evolves in a way that reduces the hit cost of the algorithm with respect to the
corresponding hit cost vector.
To see how (18) follows from (21) we first note that (21) implies that
N gy Z)\l.y17
for any n € [0, 1]. Now, we have for any block B € D!, yglj = y!(B) for all j € B, and thus

Noyt= 30 = S YN = Yy BN (BBl = A -y

BeD! jeb BeD! JjEB BeD!

where we recall that A'(B) = (3,5 )\?j)/]B| =(Cjen /\gj)/]B|.
So, we can conclude that 7

1 1 1
/ )\”-y"an/ Al-yldn:/ Noyltdn = X0yt = Xy
n=0 n=0 n=0

In light of the above, it remains to prove (21). To this end, recall that when A" and A7 are fixed,
the evolution of y’ ;518 described by Equation (13), thus the statement we need to prove is

T
> T (ul+8) - (N -anly) < o (22)
(Lyean
Plugging in the expression for N(n) given by (14) and canceling «, we need to show that

2
n n

)‘i,j n (Aivj)z n 1 n
Yo tnre)) = | X ()| X o (es)

(ij)eAn " (ij)ean " (ij)eAn "

Now, this inequality follows from the Cauchy-Schwarz inequality (a - b)? < |a|3|b|3, by taking
()2
wj

a to be the vector with entries a;; = \/ (yZ’j + 5), and b to be the vector with entries

bij = i(yzj—i-ﬁ)- [
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Charging the movement cost. We turn our attention to the accounting of the movement cost
of our algorithm. Recall that the movement cost at time ¢ is defined as

d

Z Z |y7,,] - yz,] . (23)

=1

We would like to approximate this expression by one which is simpler and more convenient to work
with. First, instead of keeping track of both increases and decreases of the variables yf ; as in the
above, we will account for the movement cost only through the increases of the variables yf ;- That
is, our bound for the movement cost is

d

> w Zmax{y”—y” L0} ] - (24)

=1

Note that we have for any coordinate (i,7) and t > 1

-1
‘yf,j—yf,j ]§2-max{yfj—yw ,O}+y _yf’j’

and thus on any input sequence consisting of T" requests, it is the case that

T d
S w Zlym—yml\ <2 Zzw ZmaX{y” yi;', 0} +sz Zyw vl

t=1 i=1 t=1 i=1

Thus, accounting for the movement cost via expression (24) approximates the true movement cost
(corresponding to expression (23)) up to a multiplicative factor of two and an additive factor of
at most Z?Zl kw;, which depends only on the starting and final configuration, and is zero if the
two configurations coincide. As we will see, for the sake of our competitive analysis, such an
approximation suffices.

Next, similarly to the way we accounted for the hit cost described above, we wish to further
simplify the charging of the movement cost and perform it in a continuous and local fashion.
Namely, it is easy to see that the following quantity

Yii ' dyZ’j
Zwl Z/ ,dr —2=dr —1—/17 max{ a ,0}dn

=0

. . dyl . . .
can only overestimate the movement cost given by (24). (Note that Z:J is always non-negative.)
n

Furthermore, as the derivatives Z;]’J can only be positive if (i,7) € A", we can write

1 dy!. L
%,] dn < / . N 1 d
/n:O max{ a ,0} n < o Wi (yw + 5) (n) (3,5)€Anan],

where we used (13) and the fact that, trivially, N(n) — )‘Zj < N(n). Thus, we can use the above
in our final version of the estimate of the movement cost. The following claim summarizes the
discussion.
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Claim 13. For any sequence of requests of length T > 1,

T d

> wi Z!yw vi;'l] <

t=1 i=1

2 ZT:Zw Z/l %d7+/1 i<yﬁ.+5>N(n).1,, an | 4
e i = Jr=0 dT 0 Wi \71 (i,j)eAn A1 :

where C" < Y. kw; depends only on the starting and final configuration of the algorithm, and C' =0
if the two configurations coincide.

Thus, at time ¢, the movement cost of our algorithm is given by:

LS|
Zw’ Z/ 0 d:deL/n:owi(yzﬂ' +B) N - L gpeands | (25)

3.3 Competitive Analysis

We are finally ready to bound the competitiveness of our algorithm. To this end, we prove the
following theorem.

Theorem 14. Consider an arbitrary instance of the allocation problem with cost vectors h*,h?, ...,
a starting configuration 7° and a quota pattern k = (k(1),k(2),...). For any 0 < & < 1, we have

the following bounds:

(1+¢) (Opt + wmax - g(k)) + C,
O(log(k/e)) - (Opt + wmax - 9(K)) -

Here, H and M denote the hit and movement costs of our fractional algorithm, and Opt denotes
the sum of the total hit and movement costs of a fixed integral optimum solution to the allocation
problem instance. Let g(r) := ), |k(t) — k(t — 1)|, and denote by wmax = max; w; the diameter of
our metric space. Let C' be a quantity that depends only on the start and final configurations of the
online algorithm, and C = 0 if the two configurations coincide.

H <
M <

It is easy to see that Theorem 5 immediately follows from the above theorem.

To prove Theorem 14 we employ a potential function approach. Namely, we define potentials
®"(7,t) and ™ (7,t) that depend on the state 7 of the online algorithm and on the state of some
arbitrary fixed integral optimum solution at time ¢. Then we show that the following inequalities
are satisfied at each time step t.

M; + AP < (1+4¢€) a- (wnax - |k(t) — k(t —1)|+ M* +HY), (26)
1
H; + A@? + aACI);" < (14¢) (wmax - |6(t) — k(t = 1)| + M* + H) . (27)

Here, H; (respectively H*;) and M; (respectively M*;) denote the hit and movement costs
incurred by the algorithm (respectively optimum) at time ¢. The quantities

AB! = M) — NG e 1), AG = BT (G 1) — (- 1)
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respectively denote the change in the potentials ®"* and ®™ at time step ¢.

As we shall see, it will be the case that ®™(7,¢) > 0 and ®™(7°,0) = 0. Moreover, both
®™(7,t) and ®"(7,t) will be bounded by some universal constant C, independent of the length of
the request sequence. Thus, Theorem 14 will follow by summing up (26) and (27) over all times t.
(Note that in our algorithm o =log(1 + 1/5) = O(log(k/¢)).)

The potential functions. The potential function ®™ is defined as follows.

_ 1+
o™ = (1 : ; |
(1) (1+e) E@ w Ej Yij - log (ijJrﬁ)

Here, 3** denotes the configuration of the optimum solution at time ¢. Note that if the configuration

y* is integral and the optimum has k} servers at location ¢ at time ¢, then the contribution of

location i to ®™(yt,t) is
1+
Wy log | ——

J>k¥

So, roughly speaking, ®™ (3! t) accounts for the excess servers in the online configuration 7'
at location i compared to the optimum solution. For example, suppose that 7’ has k; servers at
location 1, i.e., yf’j = 0 for j < k;, for some k; > k7, and yfd- = 1 otherwise. Then the contribution
of location i to ®™(y', t) is O(w;(k; — k}) log k). Intuitively, the offline adversary can penalize the
online algorithm for “wasting” k; — k; servers at ¢, by giving cost vectors at the other locations
(where the optimum has more servers), and making it pay a larger hit cost. The potential ®™ (3!, t)
will be used to offset this additional hit cost in such situations.

Next, we define the potential ®" to be

_ 1
o"(y,t) = > szyfg
i7j

It is easily verified that both potentials are bounded. Moreover ®™(3°,0) = 0, as both offline and
online are assumed to start with the same initial configuration.

The proof plan. Our goal now is to show that Inequalities (26) and (27) always hold. For ease
of analysis, we will consider the events at time ¢ in three steps, and show that Inequalities (26) and
(27) hold at each of these steps. The steps are the following:

1. The quota k(t) either increases, decreases, or stays unchanged, compared to x(t — 1), and the
optimal solution removes/adds servers accordingly.

2. The optimal solution moves some servers and its state changes from 7*~! to 7*’.

3. The online algorithm changes its state from 7! to 7*: first, we analyze the fix stage then
we analyze the hit stage. Also, while analyzing the hit stage, the hit costs of both the online
algorithm and the optimal solution are accounted for.
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The server quota increases/decreases and the optimum removes/adds servers. Note
that the only quantities that can change in this step are the movement cost of the optimum and
the potential &, thus it suffices to prove that Inequality (26) is preserved (in this case, (27) is
identical to (26) scaled by 1/«). Now, there are two cases to consider, depending on how k(t)
changes.

e Suppose k(t) < k(t—1), then the optimum has to withdraw |k(t) — k(¢ —1)| servers from some
locations. That is, for |« (t) — (t — 1)| locations (4, j), the corresponding variables y; ; =1 5
set to 1, and as a result these locations start contributing to ®™. Clearly, each such locatlon
(i,7) increases @™ by at most

are

1+

(14 e)w; - log (tl—f—ﬁ

) (1+e) ln< ;) Wi = (1 + €)1 - Wrne.

As a result, the total increase of @ is at most Wmax - (1 + €)a - |x(t) — x(t — 1)|, and hence
(26) holds even without accounting for the movement cost of the optimum.

e Suppose k(t) > k(t—1), then the optimum can bring in |x(¢) —k(t—1)| servers, and as a result

™ can only decrease, as some terms y, *(t-1) may change from 1 to 0, thus not contributing
anymore to ®™. Hence, (26) also holds i in this case.

The optimum moves its servers. Without loss of generality, it suffices to analyze the case in
which the optimum moves exactly one server from location i to . (If multiple servers are moved,
we can consider these moves one by one.) Also, as before, only & and the offline movement cost
change, and hence it suffices to just show that (26) holds, and in particular that

AT < (14 e)aM™y.

Suppose that location ¢ had j servers prior to the movementand this number is reduced to j — 1
(recall that by our convention we account only for the movement cost corresponding to withdrawal
of servers). Then, the contribution of location i to ®™ increases by precisely

1+ 8

wi(l+e)-log| ——— | Swi(l+¢)-a=(1+¢e)aM*,.
1 (y§7j1+ﬁ> z

In contrast, increasing the number of servers at i’ can only decrease ®™. Thus, we get that the
desired inequalities hold in this case.

The online algorithm is executed. The case in which the online algorithm changes its distri-
bution 7 is the most interesting, and we analyze Inequalities (26) and (27) separately. Recall that
our online algorithm works in two steps: the fix stage and the hit stage, and hence we consider
these separately. Moreover, as the evolution of the algorithm is described in a continuous manner,
we will analyze Inequalities (26) and (27) in such a manner too.
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The fix stage: proof of Inequality (26). To show that Inequality (26) holds during the fix
stage it suffices to prove that for any T,
dM; — dod™

<. 28
d7'+d7_ (28)

dyT .
By definition of Z:J during the fix stage and our way of accounting for the movementcost (cf.
Claim 13) we have

dM
o= DL Wi ymﬁ) S i+8).
(i,§)€AT (i,7)EAT

(Recall that AT is the set of active coordinates (3, j), i.e. those for which y; ; < 1.) Also, it is easy
to see that the change in the potential function & is

dom
o = —0+e) X uih
(4,4)€AT

Next we need to prove the following claim

Claim 15. Consider a subset A of the coordinates and two configurationsy andy’ with Zu jea Yl
1, and 3, ;yi; > kd — k, we have then that

Z (yz,]“‘B +€ Z y”_ Z Yij — Z y£7j'

(i,5)eA (i,j)€A (i,j)€A (i,j)€A

7J_

Before we prove this claim, let us describe how (28) follows from it. If we set ¥ =37, ¥ = y*,
and A = A", then, clearly, >, ; y;h = kd — k(t) > kd — k. Furthermore, since (i,7) ¢ A™ only if
y;; = 1, and as we apply the fix stage only if >, ; y7; < kd — k(t), we need to have |A7| > x(2),
and thus
> yih = kd—k(t) — |AT| > 1.
(i,5)eA

So, both requirements of the claim are satisfied and it follows that
dM;  do™ .
D S s+ Y s Y- X <o @
(i,j)€AT (i,j)€AT (i,5)€AT (i,5)€AT

i ULy < kd—r(t) =3, juih, and (i,5) ¢ A7 only if y7, = 1
implies that Z(m)eAT Yyii < Z(i,j)EAT yzfy

where the last inequality follows, as >

Proof of Claim 15. As Z” y” > kd—k and Z(” cA y” 1, we have that

A A[
(i,j)€A

where the last inequality follows as kli;'l < 1 when |A] <k, and % < |A| — k when |A| > k+ 1.
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Now, the claim is proved by noticing that

A
S Wi +B) —(+e) Dy = e k:’+‘1_ Sovip ]+ DD v D

(1,5)eA (1,5)€A (i,5)€A (1,5)eA (1,5)€A
< Z Yij — Z Yij»
(i,5)eA (i,5)eA
where the inequality follows by (30). O

The fix stage, proof of Inequality (27). To prove that Inequality (27) holds during the fix
stage as well, we note that as we are accounting for the hit cost during the hit stage, currently
there is no hit cost incurred, and hence we just need to show that

@Jr 1 do™
dr o dr

—0. (31)

Observe that

dr o 4
(3,7)EAT

ot 1 Z dyi
v _ 1 w; g
dr

which is exactly 1/« times our accounting for the movement cost in the fix stage (cf. Claim 13).
Therefore, (31) is identical to (29) (up to a scaling by 1/«), and hence follows from the above proof.

The hit stage, proof of Inequality (27). Recall that both the optimal solution and the online
algorithm incur a hit cost in this stage. We start by proving that Inequality (27) holds during this
stage — later, we will analyze Inequality (26). We need to show that

dH;  d®} 1doy dH}
+ + — < € .
dn dn  « dn dn

(32)
First, we note that by our way of accounting for the hit cost of the algorithm (cf. (16))

el 1
%: a Nyl and dnt:a(,z (yzjﬂLﬁ) . (N(T])—oz)\zj>.
i, 1,j)EAN

Now, we have that

dH, d®!
T = Z)‘naym + o Z <y2j t B) ‘ (N(n) - O‘)‘Zj)
dn  dn =
(%J)GA"
= > Nuyli+ Z Wl +8) Nm)— > BN
(i,5)¢ AN ( J)EAN (i,7)€AN
— Z zyyzg Z (yi,j + /B) : (77) - Z ,]yz,] + a%;
(4,5)¢ A" ( J)EAN (i,5)¢ AN
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where in the last step we used the expression for our movement cost accounting (cf. Claim 13),
dM;
= 2 (es) N, (33)
(i,5) €A

Thus, to establish (32), it suffices to show that

1 dMy  1do7 dH}
ALyl +-—L <(1+e)— (34)
(i,9) JZ¢AW i o dn a dn dn
By our update rule for yL ;» the derivative of ®" is
4Py )
dn 1+e) Z viy - ( - O‘)‘i,j) :

(i,5) €A™
Finally, by our way of accounting for the hit cost of the optimal solution (cf. (15)) we have
dH*! _ iy
] ,7°
4G

Thus, after multiplying Inequality (34) by a and plugging in the above equalities, we need to prove
that

a > A+ D (y?,j + B)-N(n)—(HE) > yZﬁ--(N(n) —a\]; ) (1+¢)a Z Ny <
(i,5)¢ AN (i,5)€An (i,j)€An
(35)
Let A’ be the set of all coordinates that are either active or have y;; =0. As any inactive coordinate
has y;; € {0,1}, we observe that:

o If (i,j) € A\ A", then it must be that y” = 0 and a\/; > N(n). This holds, as a coordinate

]
for which y;'; = 0 can be inactive only if ” = (yi; + B)(N(n) — aX) <0.

o If (4,5) ¢ A’ it must be that y” =1and a)\n < N(n). This holds, as a coordinate for which
Y
y;; = 1 can be inactive only if ” = (yi; + B)(N(n) — a)) > 0.

Thus, using the above observations, we may rewrite (35) and get that

N(n) - Z (?sz‘i‘ﬂ) (1+e) Z y (1+¢e)a Z )\”yw—l—a Z )‘,Jym

(4,4)€An (i,5)€AN (4,5)¢ A" (4,4)¢A"
< N(n) Z <y2j+ﬁ> (1+¢) Z y (14 e) Z )\"Jyw + « Z /\ijm
(i.5)eA (4.4)eA (4.5)¢A (4,4)¢An
< Nm)-| > (y?,j + ﬂ) L+e) Yyl +a Y N (yw - yw)
(i.)eA’ (i,4)eA’ (4.5)¢A
< N(n) Z <yZJ + B) (1+¢) Z yz,] Z (yZJ o yl*é)
(3,5)eA! (4,5)€A! (4,9)¢A
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The first inequality follows as (i,7) € A"\ A", then it must be that a)\”j > N(n), and because
A" C A’ The second inequality follows since for all (i,7) € A"\ A" it must be that y L, =0.
The third mequahty follows as a/\ . < N(n) for (i,7) ¢ A’, and by the observation that for each

(Z j) ¢ A/ sz - - sz
IfN (17) = 0, then the above expression equals 0, and we are done. Otherwise, if N(n) > 0, we
get that

> (ij+5> Lte) > wj+ ) (?/Zj *yff?)

(i.g)ed (i,j)eA’ (6.7)¢A

< > - Y wte Y (vt (36)

(1,5)eA’! (1,5)€A’! (3,5)¢ A

= D> uli- Zym : (37)

(4.9) (i,

Inequality (36) follows from Claim 15 by the following arguments. ;From Lemma 10 we know that
the set A" is non-empty. We claim that this implies that Z(i, jear y:’ j has to be positive. Otherwise,

all the active coordinates Would have y7-7- = 0, and thus could only increase, contradicting the fact
U

d
that when N(n) > 0, Z” dn = X _(ij)eAn Zn = 0. Moreover, as N(n) > 0, 3, /', is equal
to Zijy*t = kd — k(t) (and thus is integral). Now, as yij = 1if (4,j) ¢ A’, we have that
D (i)eA y;”; > X (i j)eA y?] and that - e a y?] is integral as well. As this quantity is positive
by the argument above, we get that

Z vij 2 Z vij 2 1. (38)

(i,)€A! (i,)€A’

Thus, we can use Claim 15 with 7 = 3", ¥ = 7*" and A = A’ (as all the requirements of this
claim are satisfied). The last equality follows, since for N(n) > 0, we get from the algorithm,

Zi,j yzj‘ = kd — ’{( ) Ez] yz,]

The hit stage, proof of Inequality (26). To show that (26) holds, we need to show that

dM; Aoy dH*
<(l+4+¢a- .
dn ' dn ( ) dn

(39)

However, this follows directly by noting that the above is simply Inequality (34) after removing the
first (non-negative) term and scaling by «.

4 Fractional k-server on Weighted HST's

In this section, we show how the fractional allocation algorithm on a weighted star can be used as
a building block to obtain a fractional k-server solution on a weighted HST. In particular, we prove
the following.

Theorem 6. Let T be a weighted o-HST with depth £. If, for any 0 < ¢ < 1, there exists a
(1+4¢,log(k/e))-competitive algorithm for the fractional allocation problem on a weighted star, then
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there is an O(£log(kl))-competitive algorithm for the fractional k-server problem on T, provided
o= Qllog(kl)).

To this end, we focus on a particular weighted o-HST T' and show how to construct a fractional
k-server algorithm on it. Roughly speaking, the construction works as follows. Each internal node
p of T' will run a number of instances of the allocation problem which differ with respect to their
quota patterns, but have the same hit cost vectors. These instances are maintained as a convex
combination. The fractional solutions to the different instances, which we compute online using
the fractional allocation algorithm, determine in a recursive manner how the servers available at
each node are distributed among its children.

While this approach is similar to the approach of Coté et al. [16], the main difference here is
that we can use the (much weaker) fractional allocation problem instead of using a randomized
(integral) algorithm for the allocation problem.

Let us denote by r the root of our o-HST T'. Recall that for a node p of T, T'(p) denotes the
subtree rooted at p, W(p) is the length of the edge connecting p to its parent, and w(p, i) denotes
the length of the edge connecting p to its child p;. By the definition of a weighted o-HST, we have
W(p) > ow(p, i) for all children ¢ of p, unless p is either a leaf or the root.

Recall that the input to the fractional allocation problem running at node p consists of the
quota pattern k = (k(1),x(2),...) specifying the number of servers x(t) available at each time ¢,
and the hit cost vectors h! that arrive at each time ¢t at location i. The output of an algorithm for
the fractional allocation problem specifies a fractional solution @ that provides a distribution on
the number of servers at each location p;, subject to the aggregate bound of (%) on the (expected)
number of servers.

Now, let us fix some instance p of the k-server problem on the leaves of T'. Let p = (p(1), p(2),...)
be the request sequence, where p(t) denotes the leaf requested at time t.

Definition 16. For a node p, integer j and time t, let Optcost(p, J - f,t) be the optimum cost for
serving the k-server instance {p(1),...,p(t)} NT(p), i.e. the request sequence p restricted to the
leaves of T(p) until time t, subject to the constraint that exactly j servers are available.

Remark: Optcost is well defined only with respect to an initial configuration, which we will
always assume to be the initial starting positions of the servers at t = 0. Also, we use the notation
Optcost(p, j - 1,t), instead of just Optcost(p, j,t), as we will later extend the definition of Optcost
to the case in which j can vary with time. For now, we only consider fixed j.

4.1 The algorithm

In this section we define the ensemble of allocation problems that will be running at each of the
internal nodes of T'. To do this, we have to define how the hit-cost vectors and the quota patterns
are generated. Consider some internal node p. As mentioned earlier, each internal node p will run
several instances of the allocation problem that are different with respect to their quota pattern.
It will also hold a convex combination over these instances. All instances will have the same hit
cost vector that will be defined later. We denote the convex combination over allocation instances
on node p at time ¢ by Aé. AZ is specified via the collection

Ay ={(Npss Fpss Hp)bsy  VEp Y A =1
s
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Here )\;75 determines the fraction at time ¢ given to the instance with quota pattern /ﬁfw, (until
time t), and H; = {hll), hIQ,, - h;} is the sequence of hit cost vectors that have appeared until
time t. As we will see shortly, the hit cost vector will be the same for all instances s € AZ and
therefore there is no subscript s to the hit cost. We will use the notation s € AZ to index the triples
(AL gs Kb s, HY) in AL As we shall see later, the convex combination Al will be a refinement of the
convex combination Az_l, for every t.

To complete the description of the fractional k-server algorithm we need to define Afg for each
node p and time ¢, and show how the fractional number of servers at the leaves of T" is computed.

We begin with defining how the hit costs h; are generated for each node p.

Hit costs: Consider any internal node p. Let p1,...,pqs be the children of p. For the allocation
problems running at p, at time t we give the hit cost vector

h;i(j) = Optcost(ps, j - 1,t) — Optcost(p;, j - 1, — 1).
As Coté et al. [16] prove, the cost vectors héi have the desired monotonicity property, i.e., h;i (0) >

hl (1) >...> hl (k) for each i and time ¢. The following crucial observation follows directly from
the definition of the k-server problem.

Observation 17. Consider subtree T'(p) and request p(t). If p(t) € T(p;), then

1. h;,(i, 0) = oo. (This follows since any 0-server solution is infeasible for any instance with one
or more requests, or equivalently incurs infinite cost.).

2. h;(i’,j) =0 for all ' # i and for all j. (This follows simply since the request is not in the
sub-tree of py for i’ #1i.).

This completes the description of the cost vectors of node p. We next define the quota patterns
kp,s(t) for the various allocation instances running at node p.

Quota patterns: The quota patterns are determined recursively in a top down manner over
the tree T' (and inductively over time) by the fractional solutions of the allocation instances that
are generated at each node. To specify how these patterns evolve, we describe below a procedure
for updating both the quota patterns ﬁfw and the convex combination )\;75, associated with the
allocation instances maintained.

Base case:

1. At the root r of the tree T there is a single allocation instance running with a quota of k£ at
all times. That is, A’ consists of a single allocation instance (with fraction 1), hit costs as
described above, and kK = k - 1.

2. For any internal node p € T and time t = 0, Ag consists of a single allocation instance (with
fraction 1). The quota pattern ks for this single instance s, until time ¢ = 0, is simply the
number of servers present initially at the leaves of subtree T'(p). Moreover, there is no hit
cost thus far.
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The inductive step: Consider time . We describe the procedure to obtain A;, from Az_l in a top
down manner on the tree as follows. As the base case, recall that A’ has already been determined
for all t. Arguing inductively top down on the tree, suppose that AZ has already been determined.
Then, for the children pq,...,pq of p, we determine A;i as follows.

Consider the allocation instances that are executed at node p. Let {xfj s}ij,s be the fractional
solutions generated (by the allocation instances) at time ¢. The algorithm will maintain the fol-
lowing consistency between the quota for servers available at p; and what the allocation problems
running at the parent p determine. In particular,

(Consistency) Z Z Naijs & 2]7 (40)

sEAt | kE(t)=j seA}

Also, for each child p; it should maintain

(Convex combination) Z Ao=1. (41)
SEAZZ_

Suppose that :L‘ changes to ! due to the execution of the allocation instances s € At at
time ¢. We show how to update Al from AL~ such that it remains consistent with (40) and (41).
This update will be done in a natural (and cost-efficient) way.

Consider first the cost paid by the convex combination of the allocation instances running at
node p. The cost is

k
LI M CHEE T EPIY ZZMZ( La—alil)] (@)

s q J=1[t<y s £<j

where the inequality follows, since for any non-negative numbers p;, Y . pilai| > | >, piasl.

We note that the change from :Uf Jl to ! ; can be decomposed into a collection of elementary
moves in which 6(4, j) units of mass are removed from x; ; and put on x; j+1, such that the total
fractional movement cost remains the same. Thus, we can assume without loss of generality that

xt ;.; and x L differ by an elementary move.

Con51der an elementary move where x! i =2l Jl — & and ! 1= z! j—1 16 (all other types of
elementary moves are handled analogously). To implement this, we choose an arbitrary J measure
of allocation problems s € AL with ky(t —1) = j and set k,(t) to j — 1. For all other g, we
set ks(t) = ks(t — 1). After all entries are updated by applying the elementary moves, ks(t) is
determined.

It is clear that this update rule maintains both (40) and (41). This completes the procedure for

obtaining A! from A1,

Obtaining the fractional k-server solution: To complete the description of our algorithm we
should describe how to determine the fractional number of servers at each leaf ¢ at each time ¢.
This is determined in a natural way using the following observation. Consider a leaf ¢ and let p be
its parent. Then,

ZVZJ T

seAl
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is the number of servers at ¢ at time ¢. Here, xfl ;s is the probability of having j servers at ¢ at

time ¢, when the fractional allocation algorithm is applied to the allocation instance s € A;.

4.2 Feasibility

We first note that our fractional k-server solution is feasible since it satisfies the following.

Lemma 18. Whenever there is a k-server request p(t), then there is at least one server unit at the
location p(t), i.e. z,4), = 1. This holds provided the total cost incurred by the allocation problems
is finite.

Proof. The lemma follows by the way the hit costs are generated. Suppose leaf g is requested at
time ¢, and ¢ is the i-th child of its parent p. Then, by observation 17 (part 1), the hit cost entry
ht(i,0) for every allocation instance running at p is co. Thus, if the total cost of the allocation
problems is finite, it must be that for each s € A;, the algorithm ensures that xt 0,s = 0. Since,
> h s =1forall s, and Dsenr As = 1, it follows that (g, 1) = > .cnr NOMVE 2> O

45,8 =

Remark: Lemma 18 assumes that the total cost of the allocation problems is finite. Later on
we show that the cost is in fact bounded by at most a polylogarithmic factor from the optimal
k-server cost, and hence finite.

4.3 Performance analysis

We first show that the cost of the fractional k-server solution we generate (at the leaves of the tree)
is at most the total convex combination cost of the allocation instances running on 7T'. For a node
p (not necessarily a leaf) in T', let z(p,t) denote the total (fractional) number of servers at time ¢
at the leaves of the subtree T'(p). The cost of the k-server solution is

ZZW —2(pt—1)|.

Lemma 19. The movement cost incurred by the fractional k-server solution is no more than the
total movement cost incurred by the convex combination of the allocation instances running on
internal nodes of T.

Proof. First, we claim that z(p,t) = Y .+ ALkL(¢). This follows from the consistency relation (40)
p

we maintain, and our procedure for generating A; from A;;l. In particular, x(¢) is the number of
servers available for the fractional allocation instance s running at p. Since the solution produced
by the fractional allocation algorithm on this instance satisfies Y-, 3, j -2} ; o = #4(2), 7 this implies

8
that
ORIORD DFD 3o TS 3o o SR U o oR 7
sEAL seAl i J '€l |k, (t)=] i s'eA]

"Note that when we designed the fractional allocation algorithm in Section 3, we allowed it to deploy less servers
than the current quota. As a result, when applying this algorithm here we could sometimes have 3, Zj R .CL‘ijys <
kL(t). To see that our analysis is still valid in this case, it suffices to consider a modified version of the tree T.
In this version, each non-leaf node p of T" would have a dummy leaf i, (that will never be requested in our input
sequence) added as its child and set the length w(p,ip) of the corresponding edge to 0. Now, we would just make
each instance of the fractional allocation run at each such p deposit any unused quota of servers at the leaf ¢,. Note
that as w(p,ip) = 0, this depositing would not incur any additional movement cost and that the modified tree would
still be a weighted o-HST.
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The second equality above follows from (40). Applying this iteratively, and noting that z(g,t) for
a leaf ¢ is simply Es/eAg A kL (t), it follows that z(p,t) = ZseA; ARL(2).

Suppose that § = z(p,t) — z(p,t — 1) > 0 server units are removed from the subtree T'(p) (the
case when § < 0 is analogous). Let p’ be the parent of p (note that p # r, since z(r,t) = k for
all t). As z(p,t) = ZseA;, ND2;0 @ it follows that the allocation algorithm running on the

instances s € A;/ will incur a movement cost of at least

& k
W) Y A D (s —ap )| = W) | Do N> D (xf),e,s - l‘fofe,ls)
sEA?, j=1 |t<j SEAT, J=14<j
P P
k
= W) | Do NI (k= d)ap, —ahh)
sEAT, Jj=0
P
k
= W) | D NI () ah )t
SEA;, Jj=0
= W(p) : ‘Z(pa t) - Z(pvt - 1)|7
where we used the fact that k - Z?zo x;j’S =k=k- Z?:o x;to_gls -

Given Lemma 18 and 19 above, it suffices to consider the total movement cost incurred by the
allocations instances running on the tree 7" and compare it with the optimum k-server cost. This
will be our goal in the following. We begin by defining a notion of optimum k-server cost on a
weighted o-HST T when k varies over time.

Definition 20. Let T'(p) be the subtree rooted at p, and let k be a quota pattern. We define
Optcost(p, k,t) as the optimum cost of serving the request sequence p N T(p) until time step t
subject to the constraint that k(t') servers are available at each time t', for 1 <t' <t.

We should be precise about the meaning of a k-server solution on 7" in the case x(t) can vary.
First, at any time ¢’ there should be one server unit at the requested location p(t'). The cost of
the solution is the total movement cost of the servers. The servers are always located on the leaves
of T. At time t, when the number of servers changes from (¢t — 1) to k(t), we will require that
k(t) — k(t — 1) servers enter (or leave, if k(t) < k(t — 1)) from the root of T.

For a vector &, let us define g(k,t) = S°L_, |k(t') — k(t' — 1)|. The following is a simple but
very useful fact about Optcost, that we will need.

Lemma 21. Let p be an internal node in T with children pi,...,pq. For any k-server request
sequence p on the leaves of T and any quota pattern vector k, the following recurrence holds.

d d
Optcost(p, K, t) = min Z Optcost(pi, ki, t) + w(p, i) Z g(ki,t) | . (43)
KlyesRdip g Ki=K i—1 i1

Here, in the base case in which p is a leaf, define Optcost(p,k,t) = oo if there is some time
t'" < t such that p(t') = p and k(t') = 0. Otherwise, if k(t') > 1, whenever p(t') = p, define
Optcost(p, k,t) = 0.
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Proof. The condition Z?Zl K; = k ensures consistency between the number of servers in 7'(p) and
its subtrees T'(p;). The term Optcost(p;, ki, t) measures the cost of serving the requests within
T(p;) and g(ki,t) measures the cost of servers leaving or entering subtree T'(p;). O

Next, we need the following key lemma that relates Optcost(p, ,t) to our procedure for gener-
ating hit costs at node p.

Lemma 22. Let p be a non-root node of T. Given a quota pattern k for T(p), let Optcost(p, &, t)
be as defined above. Then,

1
oc—1

t
Optcost(p, k,t) — Z hg(’f(t/)) <2
=1

’ W(p) ’ g(’%v t)v (44)

where hg () = Opteost(p, j-1,¢)—Optcost(p, j-1,t' —1) denotes the incremental cost of the optimal
k-server solution for T'(p) with exactly j servers.

This lemma (for the case of HSTs) is implicit in the work of Coté et al. [16]. For completeness,
and since we need the extension to weighted o-HSTs, we give a proof of Lemma 22 in Appendix B.
We are now ready to prove the following theorem.

Theorem 23. Let T be a weighted o-HST with o > 9, depth £, and diameter A. Let p be a k-server
request sequence on T, and k be the quota pattern. Consider the total movement cost incurred by
the convex combination of the allocation instances running on nodes of T (based on the algorithm
described in Section 4.1). This cost is no more than

Be(Optcost(r, £, 00) + A - g(r, 00)),

where By satisfies the recurrence By = vfi—1 + O (log(k/¢e)), and By = 1. Here, € is any constant
for which the fractional allocation algorithm is (1 4 ¢, O(log(k/¢)))-competitive, and

y=(te) (1 + i) +0 (j_ log(k:/e)> .

We first show how Theorem 23 implies Theorem 6. The recurrence f; < vB,—1 + O(log(k/¢))
in Theorem 23, together with Sy = 1, implies that

I+1 _
8= Oto(k/2) ().

Choosing & = 1/(4¢), and provided o = Q(c~'log(k/c)) = O(¢log(kl)), we get that v < (1 + ),
and hence
B = O(Elog(k/<)) = O(¢log(k0)).

As g(k-1,00) = 0, this implies an O(¢log(kf)) guarantee for a weighted o-HST of depth ¢, provided
o = Q(¢log(k?)). We now prove Theorem 23.

Proof. (Theorem 23): We prove by induction on the depth of the tree.
Base case: the theorem is clearly true for £ =0 (i.e. a single point space).
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Inductive step: suppose the theorem is true for weighted o-HSTs of depth ¢ — 1, and let T be
a weighted o-HST of depth ¢, rooted at r. Let w; be the distance to the i-th child of r, and let
w = max; w;. Given r, consider some optimal solution for 7" that achieves value Optcost(r, K, 00).
We also denote the total cost Optcost(r, x,00) by Optcost(r, k), and g(k,00) by g(k). Let k!
be optimal vectors for the children p; of r corresponding to this solution. Since x] determines
Optcost(r, k), by (43) we have

Optcost(r, k) = Z (Optcost(ps, k;) + w; - g(k7)) .

By (44), for each child 4, Optcost(p;, ;) > Hitcost(i, x}) — 2w; - g(k})/(0 — 1), where we denote
Hitcost(i, ") = Y, hi(k ()) Thus,

2
Optcost(r, k) > Z <Hitcost(i, Kj) + wj - <1 — _1> g(n’f‘)) .
Multiplying throughout by (¢ — 1)/(¢ — 3), which is at most 1+ 3/0 (as ¢ > 9), implies

Z(Hitcost(i, ki) +w;-g(k;)) <

i

c—1
c—3

- Opteost(r, k) < (1 + 3) - Optcost(r, k). (45)
o

Consider the fractional allocation instance A running at 7 in our algorithm and let {xf ;}ij be its
solution at time step t. (Since there is only a single quota pattern x(r) at the root, we assume that
there is only one instance running, and keep it notationally convenient.) By Theorem 14 and by
(45), the hit cost incurred by A satisfies

d k& d
ZZZ:UJ i < (1+¢) (ZHmcostzn +Z (f@f)—l—w-g(lﬁ;))
t =1 35=0 =1

< (1+4¢) <1 + i) Optcost(r, k) + (1 +e)w - g(k), (46)

and the movement cost satisfies

Z Z W Z |yz,] - yz,] < O(log(k/e)) <Z Hitcost(i, k;) + Z w; - )+ w-g(k ))
t ,

< O(log(k/e))(Optcost(r, k) + w - g(li)). (47)

Now, recall that each of the children pq,...,pg of r is running a convex combination on allocation
instances A!, the quota pattern of which is determined by {.%'g j}i,j- So, the hit costs and movement
costs of A (i.e. left hand sides of (46) and (47)) can be expressed alternately as follows. Since
the quota patterns at p; maintain the invariant (40) throughout the algorithm, the total hit cost
accumulated by A can be expressed as

Ziédz zzi > XKG)

t 1 7=0 seAl kt(t)=j

d
= Z Z ASHitcost (i, k2°). (48)
i=1 s€A®
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Henceforth We use A; and ms to denote A$° and k5°. By our cost preserving procedure for updating

k! when a: changes to xt T the movement cost incurred by A can be expressed as

ZszZWw—yW = ZwZZZAt\KJ né(t—l)]

t seAt
d
= > wi > Asg(ks). (49)
i=1 seN;

Let us now consider the overall movement cost incurred by the convex combination of the allocation
instances. This is equal to the movement cost for A (running at the root) plus the sum movement
costs incurred within py,...,ps. By the induction hypothesis, the movement cost for each of these
recursive algorithms that are run on subtrees T'(p;) with quota pattern x4 is at most

Be_1 <Optcost(pz, Ks) + Ll g(/{@)> )

Thus, the total recursive cost is at most

d
S5 s (Orteoston ) + 2 a0

i=1 s€A;
d .
< YD ABea (Hitcost(i, Ks) + 031_“11 .g(ﬁs)> (50)
i=1 s€A;
< (1+¢)Be << 3) Optceost(r, k) +w - g(k > + Z Z AsBo_ 1 -g(rs).  (51)

i=1 s€A;

Here, (50) follows as Optcost(p;, ks) < Hitcost(i, ks) + 2w;/(c — 1) by (44), and (51) follows from
(48) and (46). Now, the total cost of movement of servers across the subtrees p1,...,pq is

sz Z )\sg ’{'s (52)

= seEN;

Adding up the costs from (51) and (52), the total cost incurred by the algorithm is at most

(1+s)6“<< j) Opteost(r, k) + w - g(k )*ZZA < 4 30 1>wi-g(/§s). (53)

i=1 s€A;

By (49) and (47) we have

d
> wi > Asg(ks) < Olog(k/e)) (Opteost(r, k) + w - g(k)) . (54)

=1 sEN;

Plugging (54) into (53) implies that the total cost is at most
(811 -7+ O (tos(k/2)) ) (Opteost(r, ) +w - g(x)),
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where

2

=(1+¢) <1+i)+o<bg(k/5)>'

Thus, the claimed result follows. O

5 Weighted HSTs and Online Rounding

In this section, we show how one can embed a ¢-HST into a small depth weighted o-HST with
constant distortion, i.e., we prove Theorem 8. Also, we present an online rounding procedure for
the fractional k-server problem on an (un-weighted) o-HST, that is, we establish Theorem 7.

5.1 Embedding ¢-HSTs into Weighted o-HST's:

Theorem 8. Let T' be a o-HST with n leaves, but possibly arbitrary depth. Then, T' can be
transformed into a weighted o-HST T such that: the leaves ofT and T are identical, T has depth
O(logn), and any leaf to leaf distance in T is distorted in T by a factor of at most 20/(c —1).

Proof. For a given rooted tree T', we say that it is balanced if: (1) there is no child p of the root
such that the subtree T"(p) (rooted at p) contains more than half of the nodes of T7”, and (2) each
subtree T"(p’), rooted at a child p’ of the root, is balanced as well. It is easy to see that if a balanced
T’ has n leaves then its depth is O(logn).

We now present a procedure that contracts some of the edges of T" and yields a weighted o-HST
T’ such that: (a) T" is balanced, and (b) for any leaf-to-leaf path in T', at least one (out of two) of
the longest edges on this path has not been contracted in T".

The procedure works as follows. Let r be the root of T and py, ..., pg be its children. We first
recursively transform each of the trees T'(p;) rooted at p;. Next, we check if there is a child p; such
that T'(p;) contains more than half of the nodes of T. (Note that there can be at most one such
child.) If not, then T (with modified T'(p1),...,T(pa)) is the desired T". Otherwise, 7" is the tree
T with the edge that connects p; to r contracted.

It is easy to see that the tree T” obtained by the above procedure is indeed balanced and also
the lengths of the edges on any root-to-leaf part decrease at rate of at least . Thus, 7" is a
weighted o-HST and (a) holds. Now, to prove (b), let us inductively assume that it holds for all
the transformed subtrees T'(p;). We prove it for the transformed 7. Consider a leaf-to-leaf path in
T. If the path is contained entirely in one of the subtrees T'(p;), then we are done by our inductive
assumption. Otherwise, the path contains two edges incident to the root r. As T is a 0-HST, these
two edges must be the longest ones on this path. Thus, as the procedure could contract only one
of them, (b) follows as well.

Now, clearly, taking T to be T’ satisfies the first two desired properties of T as stated in the
theorem. To prove that the last one holds too, we note that the length of any leaf-to-leaf path can
only decrease in T' (as we only contract edges). However, as we retain at least one of the longest
edges, we have that the worst case distortion it incurs is at most:

where o is the length of the longest edge on the path. The theorem thus follows. O
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5.2 Rounding the Fractional k-server Solution Online

We now show how to obtain an online randomized (integral) k-server algorithm from a fractional
k-server algorithm, when the underlying metric corresponds to a o-HST T'. The competitiveness of
the obtained algorithm will only be an O(1) factor worse than the competitiveness of the fractional
algorithm, provided o > 5. The rounding procedure builds on ideas in [11] which were developed
in the context of the finely competitive paging problem, and extends those ideas from a uniform
metric to HSTs.

Let 1,...,n denote the leaves of the o-HST T'. Recall that the fractional solution to the k-server
problem specifies at each time ¢ the probability ! of having a server at leaf i. The variables x!
satisfy >, zl = k.8 When these probabilities change at each time step ¢, the movement cost paid by
the fractional algorithm is equal to the earthmover distance between the distribution z'~! and Z'.
In contrast, an execution of a randomized algorithm can be viewed as an evolution of a distribution
over k-tuples of leaves. (There is no point in having more than one server at a leaf.) To make this
more precise, let us define a configuration to be a subset C of {1,...,n} of size exactly k. The state
St at a given time ¢ of a randomized k-server algorithm is specified by a probability distribution
gt on the configurations, where ug(C) denotes the probability mass of configuration C in state S.

Now, we say that a state S is consistent with a fractional state T if,

(consistency) for each i € [n] Y crico 1s(C) = z;, (55)

i.e., if the marginal probabilities of the state S coincide with z.

We therefore see that in order to round a fractional algorithm to a randomized algorithm, we
need to devise a way of maintaining (in an online manner) a sequence of states S°, S, ... that
are always consistent with the corresponding states z°,Z!, ... of the fractional algorithm, and such
that the cost of the maintenance is within an O(1) factor of the movement cost of the fractional
algorithm. More precisely, our goal is to establish the following result.

Theorem 24. Let T be a o-HST with n leaves, o > 5, and let TV, T', . .. be a sequence of states of a
fractional k-server algorithm. There is an online procedure that maintains a sequence of randomized
k-server states SO, S, ... with the following properties:

1. At any time t, the state St is consistent with the fractional state T.

2. If the fractional state changes from T 1 to T at time t, incurring a movement cost of c;,
then the state S'=1 can be modified to a state S* while incurring a cost of O(cy).

The key idea in bounding the maintenance cost of our rounding in Theorem 7 is to require that
the states S that we produce are not only consistent with #!, but also each configuration in the
support of S? does not deviate much from the fractional state 2f. To this end, we introduce the
following additional property for k-server states.

For anode p of T" and a fractional state , let x, = ZieT(p) x; be the fractional amount of servers
that T has on the leaves of the subtree T'(p) rooted at p. Also, let n,(C') = C NT(p) denote the
number of servers in configuration C' on leaves of T'(p). We say that a configuration C' is balanced
with respect to T if n,(C) € {|zp], [xp|} for every node p. Now, we say that a k-server state S

8Note that, in principle, the definition of a fractional solution allows us to have > x! to be strictly smaller than
k. However, as the starting configuration Z° has exactly k servers, it is easy to modify our fractional solution so that
it always has exactly k servers, while not increasing its movement cost.
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is balanced with respect to T if every configuration in its support (i.e., with non-zero probability
mass) is balanced with respect to T. That is, for all p and C for which ug(C) > 0,

[2p] < np(C) < Tap]. (56)

Now, our approach to making the states we work with balanced is facilitated by the following
definition. Let T be a fractional state and let S be some k-server state consistent with = (but S
might be not balanced with respect to Z). We define the balance gap, G(S,T) of S, (with respect
to T) to be:

G(S.7) =Y W(p) Y ps(C)min(Iny(C) = ]l Iny(C) = [,]]) - (57)

ces

Here, W (p) denotes the length of the edge from p to its parent. Clearly, when S is balanced with
respect to T, its balance gap is zero. Intuitively, the balance gap measures the distance of the state
S from being balanced. This intuition is made concrete by the following lemma.

Lemma 25. Let T be a fractional state and let S be a k-server state on the leaves of a o-HST T,
with o > 5, which is consistent with T (but not necessarily balanced with respect to it). Then, S
can be converted to another state S’ which is both consistent and balanced with respect to T, while
incurring a cost of O(G(S,7)).

We will prove Lemma 25 later. First we show show how Theorem 24 follows from it.

Proof of Theorem 24. Consider a fractional state T that changes to some other fractional state 7',
and let S be a k-server state which is both consistent and balanced with respect to Z. As S° (the
state initially at time ¢t = 0) is consistent and balanced with respect to Z, it is easy to see that
to establish the theorem, it suffices to show that for any T, 7/, and S as above, there is a k-server
state S” which is consistent and balanced with respect to Z’, and such that the cost of changing the
state S to state S’ is within O(1) factor of the cost of changing the state T to Z’. Furthermore, it
is enough to restrict oneself to the case in which Z’ is obtained from T by applying an elementary
move, i.e. x;, for some leaf 7, is increased by d and z;, for some other leaf 7/, is decreased by ¢,
where 0 can be chosen to be infinitesimally small.

In light of this, we can focus on proving the existence of such S’. To this end, let p denote the
least common ancestor of ¢ and /. Note that in this case the fractional cost of changing T to T’ is
at least 20w(p), where w(p) = W (p)/o is the length of the edges from p to its children.

Consider now the following transformation of the state S. First, we add the leaf 7 to a probability
mass of § on arbitrarily chosen configurations in S that do not contain 7 already. Next, we remove 7’
from some probability mass ¢ of configurations containing i’. (Note that the existence of sufficient
mass of each type of configurations follows from the consistency property of S with Z.) Let S be
the resulting state.

Before proceeding, we note that as § can be taken to be arbitrarily small, we can restrict our
discussion to the case in which i is added to a mass of ¢ of a particular configuration C, and 4’ is
removed from a mass of 0 of a particular configuration C’.

Now, to continue the proof, we observe that S is consistent with 7'. However, the modified
configurations C' and C’ that S contains are not legal anymore as they do not consist of exactly k
leaves. Also, S might be unbalanced with respect to @’.
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We show how we can modify S to fix these shortcomings. To this end, we note that as C' contains
i, and it was balanced with respect to T prior to adding ¢, it must hold now that n,(C) > |z, | + 1.
Similarly, for C’, it must hold that n,(C") < |z,| < |zp] + 1 = n,(C). Thus, by the pigeon hole
principle, there must exist a leaf j of T'(p) which is contained in C, but not in C’. Let us modify
S by removing j from C and adding it to C’. Clearly, this makes all the configurations in S legal
again, keeps S consistent with 7’ , and the total movement cost corresponding to this modification
(due to deleting i, adding ', and swapping j) is at most 46w(p)o /(o — 1) = O(dw(p)), for o > 5,
which is within an O(1) factor of the cost of changing 7 to Z'.

Unfortunately, S might still be unbalanced with respect to Z'. To bound the imbalance, let us
first consider the case in which |z,] = [z} and [z,] = [x;] for all nodes ¢. This implies that

all the configurations in S other than the modified configurations C' and C’ are already balanced
with respect to Z’ as they were balanced with respect to . Now, we note that z, # a:fl only for
nodes ¢ that are on the path between ¢ and i’ (but excluding p). Similarly, n,(C) and ngy(C”) could
change only for nodes on the path from p to i, ¢/, or j (but, again, excluding p). Therefore, as both
C and C’ were initially balanced with respect to T, we can conclude that the total imbalance gap
G(S,7) = G(S,7) of S after our modifications is at most:

3 - 20w(p) <1 + % + % +.. > = O(6w(p)).

Thus, by applying Lemma 25 to S , we obtain a state S’ that is consistent and balanced with respect
to T’ and the cost of this procedure is O(dw(p)), as desired.

Now, it remains to deal with the case in which either |z,] # |z} ], or [x4] # [z} ], for some
nodes ¢. To this end, we note that by taking ¢ to be small enough (but non-zero), we can ensure
that for each ¢ for which at least one of these two inequalities holds, it must be the case that
either z, or z/, is an integer. In the former case, we have that for all the configurations C” in S

that have nonq—zero mass, ny(C") = vy = |z4] = [x4] and thus [27] < ne(C") < [z;]. In the
latter case, as |x, — 2y| < ¢ and for every relevant configuration C” in S, |z4] < ng(C”) < [x4],
the total probability mass of configurations C” in S, such that n,(C") = |z,] < [x;] = z or
ng(C") = [xq] > [2}] = 2y, can be at most 0.

As a result, we see that the total probability mass of configurations in S that are not balanced
with respect to T’ is at most 3 (the contribution of 20 comes from the modified configurations C
and C”). Thus, by calculating the imbalance gap similarly to what we did before, we can show that
G(S,7) is O(6w(p)), and once again use Lemma 25 to obtain the desired §’. This concludes the
proof of the theorem. O

It remains to prove Lemma 25.

Proof of Lemma 25. Let us call a node p in our o-HST T imbalanced if

Z ps(C) min(|ny(C) = [p]], [np(C) = 2 ]]) > 0.
cesS

If no node is imbalanced, then clearly G(S,z) = 0, and we are already done, so we assume that
this is not the case. Let p be an imbalanced nodes which is at the highest level of T' (breaking ties
arbitrarily). We note that p cannot be the root r of T, as each configuration has exactly k servers,
and z, = k.
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Consider now a configuration C' for which pug(C) > 0 and n,(C) ¢ {|z,], [zp]} and let us
assume that n,(C') < |zp,] (the other case can be treated similarly). As S is consistent with Z,
Yoo 1s(C")ny(C") = xp, and so there must be some other configuration C” with pg(C”) > 0 such
that n,(C") > |z, | + 1. So, in particular, we have n,(C’) — n,(C) > 2.

Now, let p denote the parent of p in T' (recall that p is not the root). As we choose p to be an
imbalanced node at the highest possible level, p must be balanced, and hence |nz(C") —ngz(C)| < 1.
But, since n,(C") —n,(C) > 2, it implies the existence of some other child p/, p’ # p, of p such that
ny (C") < ny(C).

Therefore, by the pigeon hole principle, there must exist a leaf ¢ in the subtree T'(p) rooted at
p which is contained in C’, but not in C. Similarly, C' must contain a leaf i in T'(p") which is not
contained in C’. Let 6 = min(ug(C), us(C")) (note that § > 0). Consider a modification of S in
which we take any arbitrary probability mass 0 of configurations C' and replace ¢’ by 4 in them.
Next, we take any arbitrary probability mass § of configurations C’ and replace i by 7’ in them.

Let us summarize the properties satisfied by .S after this modification. First, the state remains
consistent with the fractional solution Z, because the marginals of the leaves 7 and i’ have not
changed. Second, since neither nz(C') nor nz(C”) have changed, p remains balanced. Moreover, the
only nodes for which the imbalance could have changed are on the path from 7 to p and i’ to p'.
Third, replacing ¢" with ¢ (in a § measure of C') increases ny,(C) by 1 for these configurations, and
replacing ¢ with 4/, leaves the quantity n,(C’) to be of value at least |z, |. Together, this implies
that the imbalance of p decreases by at least . Finally, as n,y (C) > n,y (C") before the modification,
the imbalance 3 e g ps(C”) min(|ny (C”) — [xp ]|, [y (C”) — [2]]) of p’ can only decrease.

Now, if we analyze the change in the imbalance gap of S, in the worst case, the imbalance of
every node from p to i (excluding p) could have increased by 2§ due to the addition of i in C' or
removal of 4 from C’. Similarly, the imbalance of every node from p’ to i’ (excluding p’) could have
increased by up to 26. Together with the above observations, this implies that the imbalance gap
of S decreases by at least

W (p)o — 4dw(p) (1 + 1 + % +.. ) = W(p)o <U 5) = Q(W(p)d),
o o oc—1
where the last inequality uses the fact that o > 5.

On the other hand, as both i and i’ lie in T'(p), the movement cost incurred in the above
procedure is at most 40w(p)(c/(c—1)) = 45W(p)ﬁ, which is within O(1) factor of the reduction
in the imbalance gap. The lemma follows by applying the above steps repeatedly until the imbalance
gap reaches zero. O
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A  Proof of Lemma 11

Consider first the simpler case of the fix stage. Here the variables evolve according to

Wiy [k (v +e) i<t
dr 0 y; =1

As the derivative of y] ; only depends on y; ; and is continuous, the function y; ; is well defined. As
the derivative is 0 when y;; = 1, and non-negative otherwise, it ensures that y;, always stays in
the range [0, 1]. Finally, the monotonicity property holds here, as it holds initially when 7 = 0, and
whenever y; ; < y; y» for some j < j', we have that dy; ;/dr < dyzj,/dT, unless g/, = 1, in which
case monotonicity holds trivially.
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We now consider the hit stage. Recall that configuration y;' T for each (i,7), evolves according
to Equation (13), which we reproduce here for convenience:

dyly {0 if (i, ) ¢ A", 5s)

dn w% (ij + B) : (N(n) — a)\zj> otherwise.

In the above, the set A" denotes the active coordinates at time 7 (cf. Definition 9) and the
normalization factor N(n) can be expressed as (cf. (14))

0 if 3250 > kd — kK(t),

N(??) = Z(i j)EAN L,(yanrﬁ)-a)\’?j . . .
. L AN & th e if oyl = kd — k(1)).
S w%(y?,ﬁﬁ) otherwise (i.e. i Zw Yij K(t))

(59)

First, we show that during the hit stage blocks never split. To this end, we note that when two
blocks merge, their y-values are identical, and since we also modify A7 to be identical for these
blocks, all the variables contained in the merged block evolve in the same way from that point on,
as desired. (Note that we do not assume here that the trajectory 77 is well defined and unique, we
just argue that any trajectory compatible with our definition of derivatives cannot split blocks.)

Now, we proceed to analyzing the properties of the evolution described by Equations (58) and
(59). As a first step, let us prove the following claim that will be helpful later.

Claim 26. Consider a feasible configuration §" , for n'" € [0,1], a subset of coordinates A, and a
hit cost vector X. Define for any n > 1/,

U .
Z(i,j)eA LW i

Na(n) =

Yiigeatiy
where U?j = wi (y?] + ﬁ) Now, if we make the configuration J" evolve according to
iy _ [0 if (i.4) ¢ A,
dnp w% (ij + 5) - (Na(n) —aXij;) otherwise ’

then we have that N4(n) does not increase, i.e., Na(n) < Na(n') for anyn>n'.

Proof. Let us fix a n > 1’ and denote n* = 1+ dn. We will prove that Na(n™) < Na(n), which, in
turn, implies our claim. To this end, note that one can view N4(n) as a weighted average, over all
coordinates in A, of the value of a)\; j, where u i 18 the weight which we attribute to coordinate
(i,74) at time n.

Now, the key observation is that the way the y; ;s evolve implies that y?; > y? j if ad;j < Na(n),

+
and y”- < yl if adij > Na(n). So, as the weights u] ;; are directly proportional to y;! j» We can
conclude that durlng our evolution, the weights of coordinates that have a value of a); ; above the

average value Na(n) (i.e. u? i < u)] ; in this case) can only decrease, and the weights of coordinates

that have a value of a\; ; which is at most the average (i.e., we have u?; > )] ; for such (i, 7)) can
only increase. As a result, we can express N4(n') as
nt U . A
Na(nt) = Z(z‘,j)eA Uy j - Qi B Z(z’,j)eA Uy ;- QN+ Z(z‘,j)eA ki A (60)
- + = 7 - ’
2 (ig)ea Uiy 2oig)ea iyt DigeaDig
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where A, j = u?j — u?j and, by our discussion above, we have that A; ; > 0 if a);; < Na(n), and
A; ; < 0 otherwise.
Now, if the right hand side of (60) is at most N4(n), then we are done. Otherwise, we must
have that
Z(i,j)eA U?; A

n
D (i.j)eA Uiy

> Na(n), (61)

atd-t

as it is easy to check that if 455

d < ¢, and t < 0 otherwise.
But, the left hand side of (61) is by definition equal to N4(n). So, the obtained contradiction
implies that indeed N4(nT) < N4(n), and the claim follows. O

> ¢, then also § > ¢, as long as t and d are such that ¢t > 0 if

Now, observe that the set A", as well as N(n), depend only on the state 3" and the hit cost
vector A\7. As a result, both A7 and N(n) can, in principle, vary drastically between points of time.
However, as we show in the following claim, “locally” they tend to behave in a regular manner.

Claim 27. For any ' € [0,1) and feasible configuration G , there exists an ", n/ < n" < 1, such
that:

(a) A" = A" for eachn € [, 1), i.e., the set A" of active coordinates does not change forn < n';
(b) X=X\ for any n € [1,1"), i.e., there are no block merges until time 1" ;

(c) the sum 3, ; ij is bigger than kd — k(t) for alln < n", unless it was already equal to kd — k(t)
at time 1';

(d) the configuration 5" is well defined and feasible for n € [n',n"] (note that this interval contains
n//)'

Furthermore, one can assume 1" is mazimal, that is, unless 1" is already equal to 1, there exists
no larger value of " for which the above holds.

For future reference, we call 1, defined as in the above claim, the horizon of y’?'.

Proof of Claim 27. Let us define a new process for the evolution of y jina suitably small neigh-
borhood of 7 as follows:

n o / . .. /
dyi,j _ w% (?J?j + g) . (N(ﬁ) — oz)\zj) if (i,7) € A" (62)
dn 0 otherwise
where
0 it 3wl > kd — K(t),
N() = § Tooar (6 48)0rT, (63)

th i i.e. if . ./,:kd_ ).
2 jyean’ w%-(y?,j‘*‘ﬁ) otherwise (i.e. 1 Zw Yij K(t))

While the new process looks similar to the original one, there are some crucial differences. First, we
do not care if a variable y? j either exceeds 1 or becomes negative, i.e., the active set is not updated

as n progresses and remains the set A Second, the cost vector is not updated and it remains )\’7/,
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i.e., blocks are not merged and the monotonicity requirement (4) are ignored. Third, the value of
N(n) is not changed once the value of i Uiy hits the quota. If 37, y?; > kd — k(t) at time 7/,
N (n) will be always 0. As a result, the latter sum might become less than kd — (t) at some point.

Now, the key observation that makes this new process useful to us is that it is identical to our
original process, as long as the evolving configuration is still feasible, and no coordinate becomes
active and changes in the original process. More precisely, the trajectories of the two processes
coincide as long as in the configuration y"” evolving with respect to this new process:

(1) v}, isin [0, 1] for each (4, j) € A" . (Otherwise, a coordinate (i, j) violating this condition would
have already become inactive in the original process.), or

(2) N (n)—a)\z;. is non-negative (respectively non-positive) for (i, j) ¢ A" with yf; = 1 (respectively
yz ;= 0). (Otherwise, a coordinate (i,7j) violating this condition would have already become
active and would have changed in the original process.), or

(3) the monotonicity condition holds, i.e., y; ; < yi 41 for each (i, 7). (Otherwise, a block merge
would have already happened in the original process.), or

(4) the server quota is obeyed, i.e., >, ; y?] > kd — k(t). (Otherwise, N(n) would have already

changed so as to guarantee that the number of servers stays at the quota.)

Let n’ for £ € {1,2,3,4} be the last > for which the /-th condition is satisfied in the interval
[, 7n]. Also, let 7° (respectively 7') be the first time > 7’ in which yf ; = 0 (respectively, yf ;=1

for (i,7) € A" (respectively (i,) ¢ A"), and N(n) — a)\zlj = 0. As in the new process N(n) — and
thus all the derivatives and the trajectory of 3”7 — are continuous and bounded in the our interval
of interest?, such maximal n’s and 7°, 7' always exists. Let us take n” = min{min, n*,7°,7",1}.
Note that this implies that 7”7 is well defined and feasible for any n € [n/,n”] — so, condition (d)
is satisfied. Furthermore, it is not hard to verify that all of the conditions (a)-(c) hold for such
7, and that this n” < 1 is indeed maximal with respect to satisfying these conditions. So, if we
manage to prove that also n” > 1/, our claim will follow.

To this end, observe that by applying Claim 26 with A = A7 and A = A", we see that N(n)
can only decrease for n > /. Therefore, all the derivatives (62) in this process can only decrease
too. This implies, in particular, that if some variable stops increasing (i.e., its derivative becomes
non-positive) at some point, it will never increase again.

Now, note that if (i,7) € A" then

o if y:’; € (0,1), then, as the derivatives are bounded, it must be the case that y:’] € (0,1) until
some time 77 > 1';

o if yy; = 0, then its derivative N (1) — a)\zlj at time 7 has to be strictly positive (otherwise,
(i,7) would be inactive at time 7’) and thus y?j (respectively its derivative) has to stay
non-negative (respectively positive) until some time 77 > 1’ too;

9More precisely, N (n) is continuous and bounded, as long as each yz ; 1s bounded away from —f3. However, we are
interested in only analyzing the process as long as all the variables stay non-negative, so for the sake of our analysis,
N(n) is indeed continuous and bounded.
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e finally, if yf; = 1, then its derivative N () — oz)\?,j at time 7’ has to be non-positive (as oth-
erwise, (4,7) ¢ A"). However, by our discussion above, it means that neither this derivative,
nor y;';, will ever increase again.

Thus, we can infer from the above that both n' and 7° are strictly larger than 7’
Next, let us focus on some (i,5) ¢ A". We have that

o if yzn; =0, then N(1/') — oz)\?lj has to be non-positive (otherwise, (i,7) would be active at time

') and as N(n) never increases, N (1) — a)\?/j will never become positive;

o if y:]; =1, then N(1/) — oz)\?lj at time 7’ has to be strictly positive (as otherwise, (i,7) € A™).
So, this quantity has to remain positive for some time 77 > 7'

Thus, we see that both 2 and 7' are also strictly larger than 7.

Observe now that if y?/] = yZ;H for some (i, 7), (i, +1) € A", we must have that )\?; > )\Z;H.
Otherwise, the blocks to which (7,7) and (i,7 + 1) belong would have been merged at time 7.
This means that the derivative of y/; is always bounded from above by the derivative of /', .
Thus, such a pair of coordinates will never violate the monotonicity property. On the other hand,
if y:] ; < yf i1 then, as the derivatives are bounded, there always exists 7 > 7’ for which this strict

inequality still holds (and thus monotonicity is not violated). Hence, we get that n® > 7'

/

Finally, to see that n* > 7/ as well, we note that if Z” y:]] = kd — k(t), then, by design, it will
remain equal henceforth. If, however, the latter sum is larger than kd — k(t) at time 7/, then it
would still remain so for some 77 > 7.

Thus, indeed we have 1/ = min{min, n’,7°, 7,1} > 1/, concluding the proof of the claim. [

In light of the above claim, one can consider obtaining a feasible configuration 7! from the
starting (feasible) configuration 7° by simply gluing together the trajectories corresponding to the
horizons. More precisely, one could start with ng = 0, and for each 7, with s > 0 and ns < 1, define
Ns4+1 to be the horizon of 7. Note that, as we start with the feasible configuration 7", Claim 27
implies that all ¥ are well defined and feasible too.

Now, the only reason why the above approach might not end up giving us the desired feasible
configuration 7' is that, a priori, it is not clear whether the sequence {ns}s ever reaches 1. That
is, even though we know that ng = 0 and ns41 > 7, it might still be possible that this sequence
converges without ever reaching 1, and thus there is no s with ns = 1.

In order to rule out this possibility, we will prove that the total number of horizons is always
finite. Observe that each horizon can be associated with at least one of the following events: (a)
the set of active coordinates changes, or (b) a block merge occurs, or (c¢) the number of servers hits
the quota. Thus, it suffices to show that the total number of such events is bounded.

To this end, let us note that in our evolution, once }_, ; ij becomes equal to kd — k(t), N(n)
is chosen so that Zl j dyz ; /dn = 0. So, once we hit the quota we stay there throughout the rest of
the hit stage. Hence, there can be at most one event of type (c). Also, as we have already argued,
during our evolution blocks never split once they are formed, and thus the total number of block
merges (i.e., events of type (b)) can be at most k.

It remains to bound the number of events of type (a), i.e., the ones corresponding to vari-
ables becoming active/inactive. For notational convenience, let us say that a coordinate (i, j)
0-inactivates (respectively, 1-inactivates) at time 7, for some s > 1, if N(ns) < oz)\?fj (respectively,
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N(ns) > aX)) and g = 0 (vespectively, ys = 1), but (i,j) was active at time 7;5_1. We prove
the following claim.

Claim 28. N(7n) can increase only at a horizon, i.e., for any s > 0 with ns < 1, N(ns) > N(n)
for m € [ns,ns+1). Furthermore, if N(n) indeed increases at time nsi1, then at ns11 we have an
occurrence of either a block merge, or the quota is hit, or a 1-inactivation of some (i, j) with y?? < 1.

Proof. First, consider the case where at time 75 the number of servers is still below the quota. By
(59), it means that N(n) =0 = N(ns), for n € (ns,ns+1), and N(ns11) = 0 unless the quota is hit
at time 7541. So, the claim follows in this case, and in the rest of the proof we can assume that the
number of servers is already at the quota at time 7.

First, we prove that N(ns) > N(n) for n € [ns,ns+1), i-e., the first part of the claim. Let us
fix some 1 € [ns,ns+1). Note that by the definition of the horizon, we have that A" = A" and
AT = X\, So, for our purposes, it suffices to show that whenever A" = AT = A, and \" = = A,
for nT = 1 + dn, we have that N(n) > N(n™). This follows immediately from Claim 26.

Now, to prove the second part of the claim, let us assume that none of the events mentioned
in the statement of the claim occurred at time 1541, otherwise we are already done. So, we have,
in particular, that )\;73 = )\Z‘}“ = \;,j for each (4,7). This implies that if there is an (7,j) with
yz;“ = yfz = 1 that becomes active at time 7541, then by Definition 9 it must be the case that

N(ns) > oc)\?fj = a/\?fj“ > N(Ns+1)-

So, in this case N(ns) > N(ns+1), and thus we can restrict ourselves to the scenario in which the

only coordinates (i, j) that become active at time 7y, 1 have 3™ = 0. As a result, we have

Z7j
AT = (AT (A2 UAL)) U AL,

where A% is the set of coordinates (i, ) such that (i,j) O-inactivates at time ns.1, A contains

(i,7)-s which l-inactivate at that time and yz'; =1, and A is the set of (4, j)-s that become active
at time 7541 with yZ;“ =0.

Now, observe that if some (i,5) € AL, then we need to have a);; > N(ns). Otherwise, (i,7)
would have already been inactive at time 7,. Furthermore, we actually need to have a\; ; = N(7s),
as otherwise the derivative of yz j would be negative in the interval [y, 7s+1), contradicting the fact
that ij“ = 1. (Recall that we have already proved that N(n) — and thus all the derivatives — do
not increase in the interval [ns, 7s+1).)

So, by the above, and Definition 9, we can conclude that

aXig = Nt for cach (i, ) € A°, (64)
aXij = N(ns) for each (i, j) € AL, (65)
adij < N(ns41) for each (i,7) € A4. (66)

On the other hand, we can express N (1,11) as the weighted average of a); js over the set A”s+1
(cf. Claim 26), i.e. we have

7]s‘+1 .

Z(i,j)eA"SJrl U i

Ms+1 ’
D (i)eAns Uy

N(nerl) =
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where u?J = w% (yzj + B).

Now, as AT+t = (A" \ (A% U AL)) U A, we can utilize conditions (64) and (66) to bound
N(np+1) from above by a corresponding weighted average of a); j-s over the set A7 \ AL. In
particular, we have

Ns41 Ms+1 | .
Z(i,j)eA”sH Uy 4 QA Z(Z'J‘)E((z‘l’“\(z‘“luAl_))UA+) Ui j aAi,j

N(ns-i-l) = B = B
Y(igyeans Uiy 26T\ (A AL YUAL) Ui

D (i j)e(Ans\ Al U?S'Jrl caAj
(1,5)€(Ans\AL) Ti,5 J (67)

Ns+1 ’

2 (ig)e(Ans\AL ) Ui

where the last inequality follows as for any a,b > 0, 7 < %, whenever ¢; > 7, c2 < 7, and
tlzo,b>t220.

If the last expression in (67) is at most N(7s), then we are already done. So, let us assume,
for the sake of contradiction, that it is strictly larger than N(ns). In this case, by (66), we need to
have that also

i jrean Uiy i

MNs+1

> N(ns), 68
S oy 4 (s) (68)

a+ct
b+t

as for any a,b,c,t > 0, if § > ¢, then also > ¢. However, by applying Claim 26 with A = A"s,

we have that

Doigyedns Uiy 0N Do pyedns Uiy 0N
Ms+1 = S Ts = N(ns),
Z(Z'J’)EA"S Ui j (i,j)eAns Ui j
contradicting (68), and thus proving that indeed N(ns) > N(ns+1). The proof of the claim is now
concluded. 0

Now, we are ready to bound the number of events of type (a). To show that the number of
these events is finite, it suffices to show that the number of 0-inactivations and l-inactivations is
finite. Also, observe that during the period in which the number of servers is below the quota, by
definition, we have N(n) = 0, and thus variables can only decrease. As a result, coordinates can
only O-inactivate in that period, and once they become inactive they stay that way. Hence, we have
at most kd such events.

In light of the above, we can focus on analyzing the events after reaching the quota. Note that in
this case we can assume that N(n) > 0. (If N(n) = 0, then all derivatives are equal to zero, and the
desired bounds trivially follow.) As we have that A/, is always zero when i # i, N(n) > 0 implies
that coordinates (i,5) with i # ¢ can only increase, and once they l-inactivate they stay inactive.
As a consequence, it suffices to show that the number of O-inactivations and 1-inactivations is finite
for all coordinates (4, j) with ¢ = 4. In order to do so, we prove the following claim.

Claim 29. The total number of 1-inactivations of coordinates (i, j) is finite.

Proof. We will prove the claim first for j = k and then consider consecutive j-s in decreasing order.
As a result, our task is to prove for a given j, that (i,7) 1-inactivates a finite number of times,
provided that the number of 1-inactivations is finite for all coordinates (i, j') with j < j/ < k.

To this end, we argue that whenever there are two consecutive 1-inactivations of some coordinate
(i,7) — the first one at time 7y, and the second one at time 7y — then in the interval [ny,ns] we
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have either a block merge, or the quota is hit, or a l-activation of a coordinate (i, ;') that has
either i’ # i or 5/ > j. As we know that the number of occurrences of each of these events is finite,
we get the desired proof.

To establish the above, let 1z for s < 5 < s” be the time in which (3, j) is activated between the
two 1-inactivations. Observe that as N(ns) < a);; and N(ny/) > a);;, there is a time ;- with
§ < s" < s” in which N(n) increases above a.)\; ;. (Recall that by Claim 28 we know that N(n) can
increase only at horizons.) Without loss of generality we take s* to be the first s > § corresponding
to such an increase.

Now, in light of Claim 28, we know that N(n) increases at time 7s+. Thus, to conclude our proof
it suffices to show that if we have a coordinate (i’, j’) that 1-inactivates at time 74+ and ?/?/S,;/j <1,
then we cannot have i’ = i and j’ < j.

We consider two cases here. The first one corresponds to s* < s”. In this case we have
y?; < 1, as otherwise (4, j) would be l-inactivated already at time s*, instead of s”. However, by
the monotonicity property (4), we have that yng, < y;; for all j” < j. So, if i’ = i, then (i',7')
cannot l-inactivate at time 7« if 5/ < j, and the claim follows.

Consider now the remaining case of s* = s”. If we have i = 7 and j’ < j, then we must have
Ny = N Otherwise, condition (8) for block merge would trigger at time ny/. As a result, by
(58), we know that in the interval of our interest the derivatives of ygj, are bounded from above by

the derivatives of ygj.
Furthermore, we have that the derivative of y? _is always non-positive for n € [ng, ns). This is

so, as by the definition of s*, N(n) < a; ; for n € [5,ms*) = [1s,ms7). As a consequence, we must
have both ygj and ygj, to be equal to 1 for all n € [nz,ns), as otherwise these variables would not

be able to reach 1 at time ny. This, however, contradicts the fact that y?,s;.,_l has to be strictly
smaller than 1, as s* —1 = s” — 1 > 5. Thus, we cannot have i/ = i and j' < j and our claim
follows. H

Finally, it remains to bound the number of O-activations of coordinates (i,j). We do this by
simply noting that if there are two consecutive 0-activations of some coordinate (i, j), then N(n)
has to increase at least once between these two events. But, by Claim 27, it means that one of the
events, (whose total number is already bounded), would also occur in this period. Therefore, the
number of 0-activations is also finite and we can conclude the proof of Lemma 11.

B Proof of Lemma 22

Here we prove Lemma 22. As mentioned earlier, the proof is implicit in the work of [16], and we
make it explicit here for completeness. We begin with some notation, and state another result that
we need.

Let M be an arbitrary metric space. Let C[0] denote the configuration specifying the initial
location of the k-servers. We assume that the servers are labeled, so for every k' < k, the first
k' entries of C[0] specify the location of the first k' servers. Let p be some fixed k-server request
sequence. Let Opt(k’, X) denote the optimum cost of serving p with k' servers on M, starting in
C[0] and ending in configuration X (for notational ease, we are suppressing the dependence on
p, M, C[0] here). Let Opt(k’) = minyx Opt(k’, X), denote the minimum cost of server p starting in
o).
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Lemma 30 ([16], Corollary 2). Let p be some fized request sequence and C[0] be some fized initial
configuration. For any k1, ko € [k], given any state X on ki locations, there exists another state Y
such that

1. 1 X NY| =min(|X]|,|Y]), i.e. Y overlaps with X as much as possible, and

2. Opt(ke,Y) < Opt(ks) + Opt(ki,X) — Opt(k1). That is, the excess cost incurred for an
optimum ko-server solution to end in Y, is no more than the excess cost incurred for the
optimum ki-server to end in X.

This lemma and its proof can be found in [16] (Corollary 2).

Let T be a weighted o-HST. Again, for notational convenience, let us drop p, C[0], and the
underlying metric 7" from the notation (these remain the same, and dropping them will not cause
any confusion). Given a quota pattern k, recall the definition of Optcost(k,t) as the optimum
cost of serving p until time ¢ with quota pattern x. We also use Optcost(k) = Optcost(x,c0) to
denote the optimum cost of serving the entire sequence p. As previously, let us define hl(x) =
Optcost(k(t) - T,#) — Opteost(k(t) - T, — 1) and g(k) = 3,5 |#(t) — k(t — 1)|. Let D denote the
diameter of T a

We will prove the following, which is the same as Lemma 22. (In that notation, note that
A< W(p)/(o —1) for T(p).)

Theorem 31.
D hi(k) = A g(k) < Opteost(r) < > hi (k) + A g(k).

t

Proof. We do an induction on the value of g(x). In the base case, when g(k) = 0, the vector & is
constant throughout, say x = k- 1. In this case, the claimed result holds trivially as the sum over
h! telescopes and we obtain

> hi(k) = (Optcost(k - I,t) — Opteost(k - I, — 1)) = Optcost(x).
t t

So, let k be such that g(x) > 0. Let 7 be the earliest time when x(7) # k(7 + 1). Define a new
quota pattern ' as

/ R(T+1) ift<r
R(t):{ K(t) ift>r.

Note that both  and ' are constant for t < 7. Also, g(xk') = g(k) — |k(7 + 1) — k(7)| < g(k), and
hence we can inductively assume that the claimed result holds for «'.

We first show that Optcost(rk) > >, hf(k) — D - g(k). Fix some solution that attains cost
Optcost(k) and let C[t] denote its configuration at time ¢. Applying Lemma 30 with X = C(7)
and k1 = k(1) and ko = £'(7), there is some configuration Y satisfying

Optcost(ky - 1,7,Y) < Optcost(ky - 1,7) + Optcost(ky - 1,7, X) — Optcost(ky - 1,7)  (69)
IXNY| = min(ky, ko). (70)

We construct a solution S’ corresponding to ' as follows: Until time 7, S’ follows the solution
Optcost(ks - 1,7,Y). Then, after serving the request at ¢t = 7, it switches to state C[r] = X, and
henceforth for ¢ > 7 sets its the configurations C’[t] = C[t]. Now

cost(S") = Optcost(ky - 1,7, Y) + ¢(Y, X) + Q,
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where ¢(Y, X) is the cost of moving from state Y to X, and @ is the contribution of the solution
Optcost(k) starting from time 7 and state X (recall that C[r] = X).

It is easily checked that the solution S’ constructed above is feasible for quota pattern x’. As
the optimum solution for &’ can only be better, cost(S’) > Optcost(x’) and since Optcost(x') >
S hi(K") — D - g(x’) by the inductive hypothesis, it follows that

Z Wi (k') — D - g(k') < cost(S") = Optcost(ky - 1,7,Y) + (Y, X) + Q. (71)
t
By (70), |Y N X| = min(ky, k2) and hence ¢(Y,X) < D|ky — k1| = D|s(t + 1) — k(7)|. Thus
(Y, X)+ D-g(k') <D-g(k), and hence (71) implies that

Q> hi(x') = D g(r) — Opteost(ky - 1,7,Y). (72)
t

On the other hand, as X = C[r] we have
Optcost(k) = Optcost(k, 7, X) + Q = Optcost(k; - 1,7, X) + Q.
Thus by (72),

Optcost(k) > Optcost(k; - 1,7, X) — Optcost(ky - 1,7,Y) + Z h'(K') — D - g(k)
t
> Optcost(ky - 1,7) — Optcost(ky - 1,7) + Z h'(K') — D - g(k) (73)
t
= Y W'(x)=D-g(r), (74)
t
implying the desired lower bound. Here (73) follows from (69), and (74) follows from (73) since

Z h'(k) = Optcost(ky-1,7),
t=1
Z hi(k') = Opteost(ky-1,7),
t=1

and Y, hi(k) — >, h'(k) = > 1_1 h'(k) — Y {_; h'(K), since k, and «’ are the same for any ¢ > 7.
We now show show the upper bound on Optcost(x). The proof is similar to the one above. Let

k' be defined as previously. Let {C’[t]}; denote the configurations for some fixed solution that has
value Optcost(x’). Applying Lemma 30 with X = C’[r],k1 = /(1) and k2 = k(7), we obtain a

configuration Y satisfying

Optcost(ky - 1,7,Y) < Optcost(ky - T,7) + Optcost(k - I, 7, X) — Optcost(k - 1,7)  (75)

‘X N Y| = min(kzl,kg). (76)
Consider the following solution S corresponding to x: Until time 7, S mimics the solution Optcost(ka-

I, 7,Y). Then, after serving the request at ¢t = 7, it switches to state C’[r] = X, and henceforth
for ¢ > 7 sets its the configurations C[t] = C’[t]. Now

cost(S) = Opteost(kz - 1,7, V) + ¢(Y, X) + Q,
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where @ is the cost of solution Optcost(x’) incurred from time 7 starting at state Y. Again S is
feasible for quota k, and hence Optcost(k) < cost(S). By definition of X,

Opteost (k') = Optcost(ky - 1,7, X) + Q.
Thus,
Opteost(k) < Opteost(kz - 1,7,Y) + ¢(Y, X) + Optcost(x') — Optcost(k - I, 7, X).

As Opteost (k') < >, k(') + D-g(r') by the inductive hypothesis and ¢(Y, X)+D-g(x") < D-g(k),

we obtain

Optcost(k) < Optcost(ky-1,7,Y +th )+ D - g(k) — Optcost(ky - 1,7, X)  (77)

< Opteost(ky - 1,7) — Optcost(ky - 1,7) + Z h'(k") — D - g(k) (78)
t

= Z ht(k) — D - g(k), (79)

implying the desired inequality. Here (78) follows from (75), and (79) follows by noting that

Z ht(K') — Z h'(k) = Z Rt(xk') — Z ht(k) = Optcost(k; - 1,7) — Optcost (ks - 1,7).
t t t=1 t=1

o1
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