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Spatiotemporal regularization: (a) is the linkage with highest 𝜓𝑖𝑖 
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Abstract Long-Range Motion vs. State-of-the-art 

Frame 15 Frame 170 Frame 1 Frame 30 
Particle Video (PV) [Sand and Teller 2006] [Sundaram et al. 2010] (LDOF) 

Tracklet linkage: 
(a) Linked tracklets should encode the same scene feature with high probability 
(b)Each candidate tracklet should be linked to at most one query tracklet 
(c) Spatiotemporally neighboring tracklets should be linked with neighboring 

candidate tracklets 
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𝑟𝑜𝑜𝑖 =
∑# 𝑡𝑟𝑡𝑡𝑡𝑡 𝑡𝑐𝑐𝑐𝑟𝑐𝑐𝑐 𝑐𝑡𝑡𝑒 𝑝𝑐𝑐𝑐𝑡 

# 𝑝𝑐𝑐𝑐𝑡𝑡 𝑡𝑐𝑐𝑐𝑟𝑐𝑐 𝑏𝑏 𝑡𝑟𝑡𝑡𝑡𝑡
 𝑟 =

# 𝑡𝑟𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑟𝑡𝑐𝑐𝑐 𝑡𝑡 𝑓𝑟𝑡𝑓𝑐 𝑡
# 𝑡𝑟𝑡𝑡𝑡𝑡 𝑐𝑐 𝑓𝑟𝑡𝑓𝑐 𝑡

 

Quantitative evaluation: 

Exclusion term (b) Track compatibility (a) Link Regularization (c) 
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Motion descriptor: 
Results on KTH [Schuldt et al. 2004]: 

PV LDOF PV + LR LDOF + LR 
𝑟𝑜𝑜𝑖 2.58 1.56 1.85 1.23 

𝜙𝑖 𝑙𝑖 = 𝜙𝑖𝑎 𝑙𝑖 𝜙𝑖𝑚 𝑙𝑖 𝜙𝑖
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Motion: 
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Motion model (prior): 
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Track compatibility Link regularization 

car sprites 
Synthetic data (car): 

Track refresh number: 
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𝒙𝑖 𝑡  position of track 𝑐 at time 𝑡 
𝑡𝑖𝑠𝑠𝑎𝑗𝑠 start time of track 𝑐 
𝑡𝑖𝑒𝑒𝑑 end time of track 𝑐 
𝒔�𝑖 track 𝑐’s appearance at 𝑡𝑖𝑒𝑒𝑑 
𝒗�𝑖  track 𝑐’s motion at 𝑡𝑖𝑒𝑒𝑑 
𝒔�𝑖 track 𝑗’s appearance at 𝑡𝑖𝑠𝑠𝑎𝑗𝑠 
𝒗�𝑖 track 𝑗’s motion at 𝑡𝑖𝑠𝑠𝑎𝑗𝑠 
𝒖𝒊𝑖 𝒙𝑖 𝑡𝑖𝑠𝑠𝑎𝑗𝑠 − 𝒙𝑖(𝑡𝑖𝑒𝑒𝑑) 
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𝒙𝑖 𝑡𝑖𝑒𝑒𝑑 − 𝒙𝑖 𝑡𝑖𝑠𝑠𝑎𝑗𝑠 + 𝒗�𝑖(𝑡𝑖𝑠𝑠𝑎𝑗𝑠 − 𝑡𝑖𝑒𝑒𝑑)  
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Our approach: 
1. Divide and conquer: compute accurate local (short-range) 

tracklets and combine them into global (long-range) trajectories 
2. Combinatorial problem that is solved simultaneously for all 

tracklets in the sequence 
3. Quantitative evaluation with/without ground truth data 

Goal: Finding long-range motion trajectories within videos 
• Generic (low-level) algorithm that associates every scene feature that 

appears in multiple, not necessarily contiguous, parts of the video with 
the same track 

time 

PV – Particle Video [Sand and Teller 2006] 
LDOF – [Sundaram et al. 2010] 
LR – Long-range (ours) 
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