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ABSTRACT
Data visualization is often used as the first step while
performing a variety of analytical tasks. With the advent
of large, high-dimensional datasets and significant inter-
est in data science, there is a need for tools that can sup-
port rapid visual analysis. In this paper we describe our
vision for a new class of visualization systems, namely
visualization recommendation systems, that can auto-
matically identify and interactively recommend visual-
izations relevant to an analytical task. We detail the key
requirements and design considerations for a visualiza-
tion recommendation system. We also identify a number
of challenges in realizing this vision and describe some
approaches to address them.

1. INTRODUCTION
Data visualization is perhaps the most widely used

tool in a data analyst’s toolbox, but the state of the art
in data visualization still involves manual generation of
visualizations through tools like Excel or Tableau. With
the rise of interest in data science and the need to de-
rive value from data, analysts increasingly want to use
visualization tools to explore data, spot anomalies and
correlations, and identify patterns and trends [30, 14].
For these tasks, current tools require substantial man-
ual effort and tedious trial-and-error. In this paper, we
describe our vision for a new class of visualization rec-
ommendation (VISREC) systems that automatically rec-
ommend visualizations that highlight patterns or trends
of interest, thus enabling fast visual analysis.
Why Now? Despite the widespread use of visualization
tools, we believe that we are still in the early stages of
data visualization. We draw an analogy to movie rec-
ommendations: current visualization tools are akin to
a movie catalog; they allow users to select and view
the details of any movie in the catalog, and do so re-
peatedly, until a desired movie is identified. No current
tools provide functionality similar to a movie recom-
mendation system which gives users the ability to in-
telligently traverse the space of movies and identify in-
teresting movies, without getting bogged down by their

sheer number or unnecessary details. On similar lines,
the goal of VISREC systems is to allow users to easily
traverse the space of visualizations and focus only on
the ones most relevant to the task. There are two rea-
sons why such visual recommendation tools are more
important now than ever before:
Size. While the size of datasets—in terms of number of
records and number of attributes— has been rapidly in-
creasing, the amount of human attention and time avail-
able to analyze datasets has stayed constant. With larger
datasets, users must manually specify and examine a
larger number of visualizations and must experiment with
more attributes and subsets of data before arriving at vi-
sualizations showing patterns of interest.
Varying Skill Levels. Users with varying levels of skill
in statistical and programming techniques are now per-
forming data analysis. As a result, there is a need for
easy-to-use analysis tools for domain-experts who have
limited data analysis expertise. Such tools can perform
the heavy-lifting for analyzing correlations and patterns,
and surface relevant insights in the form of accessible
and intuitive visualizations.
Limitations of Current Tools. Current visualization
tools such as Excel and Tableau provide a powerful set
of mechanisms to manually specify visualizations. How-
ever, as tools to perform sophisticated analyses of high-
dimensional datasets, they lack several features:
• Inadequate navigation to unexplored areas. Due to

the large number of attributes and values taken on by
each attribute, exploring all parts of a dataset is chal-
lenging with current tools. Often some attributes of
the dataset are never visualized, and visualizations
on certain portions of the dataset are never gener-
ated. This focus on a tiny part of the data is espe-
cially problematic if the user is inexperienced or un-
familiar with attributes in the dataset.

• Insufficient means to specify trends of interest. Cur-
rent tools lack the means to specify what the ana-
lyst is looking for, e.g., perhaps they want to find all
products that took a hit in February, or they want to
find all attributes on which two products differ. Us-
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ing current tools, the analyst must specify each can-
didate visualization individually and determine if it
satisfies the desired criteria.

• Poor comprehension of context or the “big picture”.
Existing tools provide users no context for the visu-
alization they are currently viewing. For instance,
for a visualization showing a dip in sales for Febru-
ary, current tools cannot provide information about
whether this dip is an anomaly or a similar trend is
seen in other products as well. Similarly, the tool
cannot indicate that another attribute (e.g. inclement
weather) may be correlated with the dip in sales. In
current tools, users must generate related visualiza-
tions manually and check if correlations or explana-
tions can be identified. There are also no means for
users to get a high-level summary of typical trends
in the visualizations of a dataset.

• Limited understanding of user preferences. Apart
from giving users the ability to re-create past visu-
alizations, existing tools do not take past user be-
havior into account while identifying relevant visu-
alizations. For instance, if the user typically views
only a handful of attributes from a dataset, maybe it
is worth recommending to this user other attributes
that may be correlated or similar to these attributes.

Recent work by us and others has attempted to propose
systems that address various aspects of visualization rec-
ommendations, e.g. [32, 40, 46, 37]. Commercial prod-
ucts are also beginning to incorporate elements of VIS-
REC into their tools [1, 2]. However, all of these tools
are far from being full-featured VISREC systems. This
position paper aims to detail the key requirements and
design considerations for building a full-feature VIS-
REC system. While we are inspired by traditional prod-
uct recommendation systems in developing the ideas in
this paper, our primary focus will be on aspects that are
unique to the VISREC setting. Throughout this paper,
we focus on the systems-oriented challenges of building
a VISREC system. There are many challenging user in-
terface and interaction problems that must be addressed
to build an effective VISREC system; these are, how-
ever, outside the scope of this vision paper.

We begin by discussing axes or dimensions that are
relevant in making a recommendation (Section 2), the
criteria for assessing quality of recommendations (Sec-
tion 3), and architectural considerations (Sections 4 and
5). We then describe our current work in this area (Sec-
tion 6) and conclude with a brief discussion of related
work (Section 7).

2. RECOMMENDATION AXES
Whether a visualization is useful for an analytical task

depends on a host of factors. For instance, a visualiza-
tion showing sales over time may be useful in a sales

projection task, while a visualization showing toy break-
down by color may be useful in a product design task.
Similarly, a visualization showing a dip in profit may be
of interest for a salesperson, while a visualization ex-
plaining the upward trend in auto accidents would be of
interest to auto-manufacturers. In this section, we out-
line five factors that we believe must be accounted for
while making visualization recommendations: we call
these recommendation axes.
I. Data Characteristics. In many ways, the goal of a vi-
sualization recommender system is to mine the data for
interesting values, trends, and patterns to speed up data
analysis. These patterns may be then presented to the
user at different stages of analysis, e.g. when they first
load the dataset, while performing some task, or view-
ing a particular visualization. There are a number of
data characteristics that a VISREC system can consider
while making recommendations, e.g.: a) summaries,
e.g., histograms or summary statistics [43], providing an
overview of the data distribution; b) correlations, e.g.,
Pearson correlation, Chi-squared test [43], providing an
understanding of correlated attributes; c) patterns and
trends, e.g., regression [43], association rules, or clus-
tering, providing an understanding of what is “typical”
in the dataset and enabling users to contextualize trends;
d) advanced statistics, e.g., tests like ANOVA, Wilcox
rank sum [43] aiding in deeper analysis.
II. Intended Task or Insight. Along with data, an im-
portant input to a VISREC system is the intent of the
user performing analysis: This includes the following
aspects: a) style of analysis: e.g. exploratory, compara-
tive, predictive, or targeted; b) subject of analysis: sub-
set of data and attributes of interest (e.g., adult males,
sweater products, color); c) goal of analysis: e.g. ex-
planations for a certain behavior (e.g., why is there a
spike in february in sales), comparison between sub-
sets of data (e.g., how are staplers doing compared to
two years ago), finding unusual or outlier patterns (e.g.,
are there any toy colors doing “differently”), or finding
specific patterns (e.g., chairs with high sales on Octo-
ber 15). While we may be able to obtain explicit task
information from the user (e.g. via a drop-down menu
or query language of sorts), we may also infer intent
through user actions. Finally, if we have information
about the user’s assumptions or biases regarding the data
or task, the VISREC system can also provide recommen-
dations to counter these biases.
III. Semantics and Domain Knowledge. A large amount
of semantic information is associated with any dataset—
what data is stored, what information does each attribute
provide, how are the attributes related, how does this
dataset relate to others, etc. This semantic information
determines, in part, whether a visualization is “interest-
ing” or “unusual”. For instance, if a user is analyz-
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ing a dip in profits, semantics would indicate that vi-
sualizations showing attributes such as sales, revenue,
cost of goods sold, number of items sold would be use-
ful. An even more significant factor—and much harder
to capture—is domain knowledge. The user possesses
unique or domain-specific knowledge that guides the search
for attributes, trends and patterns. For example, a rec-
ommendation system that only considers data and task
may recommend a visualization showing that the OB-
GYN hospital unit has a disproportionately high per-
centage of female patients. A person with minimal do-
main knowledge would note that the trend shown in this
visualization is obvious and therefore the visualization
is unhelpful. Domain knowledge can include typical be-
havior of specific attributes or subsets of data (e.g., sales
always goes up around christmas time, or electronics
sales is always greater than stapler sales), or relation-
ships between groups of attributes, (e.g., sales and prof-
its are always proportional). It can also include external
factors not in the dataset, e.g., an earthquake may have
affected hard disk drive production.
IV. Visual Ease of Understanding. A dimension that is
completely unique to visualization recommendation is
what we call visual ease of understanding. This dimen-
sion ensures that data has been displayed in the most
intuitive way for easy understanding. Work such as [27,
28] proposes techniques to choose visual encodings, while
related work in information visualization includes a va-
riety of techniques to visualize data with varying dimen-
sionality and data types [26, 15, 23, 20].
V. User Preferences and Competencies. Multiple users
analyzing the same dataset may have attributes of com-
mon interest, while the same user analyzing different
datasets may prefer specific visualization types. Simi-
larly, certain views of a particular dataset may be most
intuitive or most relevant during a particular phase of
analysis, leading most users to prefer these visualiza-
tions. A VISREC system also needs to account for the
varying levels of visual literacy and statistical ability of
the user. There is a large body of work on extracting user
preferences (e.g., [16, 29]) as well as cognitive model-
ing (e.g., [13]), techniques from which can be adapted
for VISREC. Furthermore, these techniques can be com-
bined with assessments of visual and statistical literacy
(e.g. [11, 9]) to tailor recommendations for each user.

Traditional recommendation systems focus mainly on
User Preference and to some extent on Intended Task;
however, the other axes enumerated above are tailored
to VISREC systems.

3. RECOMMENDATION CRITERIA
The previous section discussed factors that contribute

to the utility of visualizations. In this section, we discuss
criteria to measure quality of visualization recommen-

dations. We find that some criteria are similar to tradi-
tional product recommendations (e.g. relevance) while
others are unique to VISREC (e.g. non-obviousness) or
are re-interpretations of existing criteria (e.g. surprise).
• Relevance: This metric measures whether the rec-

ommendation is useful to the user in performing the
particular analytic task. As discussed in the previous
section, many factors such as data, task, semantics
etc., play a role in determining relevance.

• Surprise: This metric measures the novelty or
unexpected-ness of a recommendation. For product
recommendations, this metric prefers items the user
didn’t explicitly ask for but are relevant. In VIS-
REC, this corresponds to visualizations that show
something out of the ordinary. For example, a dip
in sales of staplers may not be interesting by itself
but when juxtaposed with the booming sales of other
stationery items, it becomes interesting.

• Non-obviousness: This metric is specific to VIS-
REC. Non-obviousness measures whether the rec-
ommendation is expected given semantics and do-
main knowledge (as opposed to surprise which is
defined with respect to data). For instance, the OB-
GYN example discussed previously was surprising
from a statistical point of view, but was, in fact, ob-
vious to a user with minimal domain knowledge.

Since we expect the recommender system to recom-
mend multiple visualizations, the quality of the visual-
ization set is as important as the quality of individual vi-
sualizations. We note that the order of recommendations
is also important in this regard and we expect order to be
determined by relevance, along with measures related to
coherence over time and visualization set quality.
• Diversity. This metric measures how different are

the individual visualizations in the recommended col-
lection. Diversity may be measured with respect to
attributes, visualization types, different statistics, vi-
sual encodings, etc. A more subtle notion of diver-
sity would capture the “informativeness” of a col-
lection of visualizations relative to each other—the
conditional utility of a visualization given others.

• Coverage. This metric measures how much of the
space of potential visualizations and of the dataset
is covered by recommendations. While users par-
ticularly value coverage during exploration, during
analysis, users seek to understand how thorough are
the recommendations shown to them. For instance,
the user would like to understand whether the system
examined ten or ten thousand visualizations (and sim-
ilarly whether the system examined 10% or 100% of
the data) before recommending visualizations.

4. ADAPTING RECSYS TECHNIQUES
The task of building a VISREC system brings up a
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natural question: recommender systems is a rich area
of research; how much of existing work can we reuse?
Our goal in this section is to broadly identify problems
in VISREC that can be solved using existing techniques,
and those that require new techniques.

Existing methods for product recommendation broadly
fall into three categories [7, 4]: (i) content-based fil-
tering that predicts user preferences based on item at-
tributes; (ii) collaborative-filtering that uses historical
ratings to determine user or item similarity; and (iii)
knowledge-based filtering that uses explicit knowledge
models to make recommendations. Collaborative fil-
tering is probably the most popular technique currently
used in recommender systems (e.g. at Amazon [24]).
However, collaborative filtering (as well as content-based
filtering) assumes that there is historical rating data avail-
able for a large number of items. As a result, it suffers
from the traditional cold start problems when historical
ratings are sparse. Knowledge-based filtering [39], in
contrast, does not depend on history and therefore, does
not suffer from cold start problems.

VISREC differs from product recommendations in a
few key areas that impact the techniques that can be
used for recommendation. In VISREC, new datasets are
being analyzed by new users constantly. Furthermore,
each new task on a dataset can produce an entirely new
(and large) set of visualizations from which the system
must recommend, i.e., not only is the universe of items
large, it is generated on-the-fly. Consequently, VISREC
systems almost never have sufficient historical ratings to
inform accurate collaborative or content-based filtering.
Visualization recommenders must therefore rely on on-
the-fly, knowledge-based filtering. This is not to say that
techniques such as collaborative filtering cannot be used
to transfer learning across datasets; it means that while
such techniques can aid in recommendations, the heavy
lifting must be performed by knowledge-based filtering.

Applying knowledge-based techniques to VISREC brings
up several challenges that have not been addressed in the
recommender systems literature: (i) Models must be de-
veloped for capturing the effect of each recommendation
axis (Section 2) on visualization utility; (ii) Knowledge
models must be such that they can perform online pro-
cessing with interactive latencies. For example, along
the data axis, several of the existing data mining tech-
niques from Section 2 are optimized for offline process-
ing. As a result, these techniques must be adapted to
work in an online setting with small latencies; (iii) Effi-
cient ranking techniques and ensemble methods must be
developed for combining large number of models along
individual axes, and multiple axes.

VISREC systems also suffer from a problem not faced
by product recommendations, namely one of false dis-
coveries. When making automated visualization recom-

mendations, a VISREC system evaluates many tens or
hundreds of visualizations before making recommenda-
tions. Since a visualization can (roughly) be thought of
as performing a hypothesis test, chances of finding spu-
rious patterns increase with increasing number of visu-
alizations. As a result, a VISREC system must account
for potential false discoveries in recommendations using
techniques such as Bonferroni [8] or FDR [6] correction.

Thus, while there is a rich body of work in recom-
mender systems, the unique challenges of VISREC re-
quire the development of new, and in many cases, online
and efficient recommendation techniques. In the next
section, we discuss the implications of the unique VIS-
REC requirements on system design and techniques that
can be used to meet these requirements.

5. ARCHITECTURAL CONSIDERATIONS
Making visualization recommendations, particularly

based on data, is computationally expensive. Therefore,
we find that the most important consideration in making
real-time recommendations is the data processing en-
gine. While traditional disk-resident databases can ac-
comodate large datasets, they cannot provide the inter-
active speeds necessary for visualization recommenda-
tion. As a result, a VISREC system must take advantage
of main-memory using techniques such as operating on
samples, pre-materializing views and using efficient in-
dexes. We now elaborate on some of these strategies.
Pre-computation. Many real-world recommender sys-
tems perform complex and expensive computation (e.g.
computations on the item-user matrix in collaborative
filtering [24]) in an offline phase. The results of this
computation are then used to make fast predictions dur-
ing the online phase. Since VISREC systems must em-
ploy knowledge-based filtering and the set of potential
visualization is not known upfront, opportunities to per-
form complex computations offline may be limited. How-
ever, some types of pre-computation, drawn from the
database systems literature, can be employed. For ex-
ample, data cubes can be used to precompute and store
aggregate views for visualization (e.g. Nanocubes [25]).
Along the lines of data cubes, a visualization recom-
mender can also perform offline computation of various
statistics and correlations that can inform subsequent ex-
plorations and construction of visualizations. Special-
ized indexes tailored to access patterns unique to visu-
alization recommendations (e.g. [22]) can be used to
further speed up online data access. Finally, traditional
caching approaches that have been used with great suc-
cess both on the client-side as well as the server-side can
be used to further reduce recommendation latency.
Online Computation. As discussed previously, visual
recommenders are in the unique position of having to
produce the space of potential recommendations on-the-
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fly. As a result, a significant part of the computations
must happen online. To avoid latencies in the hours,
online computation must perform aggressive optimiza-
tions while evaluating visualizations. Some of the tech-
niques include: (i) parallelism: faced with a large space
of potential visualizations that must be evaluated, we
can evaluate visualizations in parallel to produce a large
speedup; (ii) multi-query optimization: the computations
used to produce candidate visualizations are often very
similar; they perform similar operations on the same or
closely related datasets. Consequently, multi-query op-
timizations techniques [34, 31] can be used to intelli-
gently group queries and share computation; (iii) prun-
ing: while the above techniques can increase the speed
of execution, they do not reduce the search space of vi-
sualizations. Although hundreds of visualizations are
possible for a given dataset, only a small fraction of
the visualizations are actually useful. As a result, a sig-
nificant fraction of computational resources are wasted
on low-utility visualizations. Pruning techniques (e.g.
confidence-interval pruning [43], bandit resource allo-
cations [41]) can be used to discard low-utility views
with minimal computation; (iv) better algorithms: fi-
nally, there are opportunities to develop better and faster
algorithms to compute statistical properties.
Approximate Computation. Approximate query pro-
cessing [3, 5] has been shown to have tremendous promise
in reducing query latencies on large datasets. Techniques
based on different sampling strategies (e.g. stratified
sampling, coresets [10], importance sampling [38]) can
be used to further speed up computation, especially be-
cause users may be satisfied with imperfect results: both
imperfect visualizations [22] and imperfect recommen-
dations of visualizations. Sampling brings with it a few
challenges. For a given computation, we must choose
the right type of sample (based on size, technique etc).
Additionally, for a given sampling strategy, we must
provide users with measures of confidence in the results
(e.g. confidence intervals). These measures of quality
are particularly important in data analysis since they in-
form users how much they can trust certain results. Fi-
nally, while sampling may be useful to compute many
statistical properties, certain properties such as outliers
cannot be answered correctly with a sample.

6. OUR PRIOR AND CURRENT WORK
We now briefly describe some of our efforts towards

building VISREC systems and future work.
SEEDB. As a first attempt towards building a full-fledged
VISREC system, we built SEEDB [40] (Figure 1). SEEDB
is designed as a mixed-initiative [18] system that pro-
vides users the ability to both manually construct visu-
alizations (component “B”), and receive recommenda-
tions (component “D”). In judging utility, SEEDB deems

a visualization to be interesting if it displays a large de-
viation from a reference. For example, a visualization
of sales of staplers over time may be interesting if a ref-
erence (e.g., sales of all products) is showing an oppo-
site trend. Our user study comparing SEEDB with and
without recommendations demonstrates that users are
3X more likely to find recommended visualizations use-
ful as compared to manually generated visualizations.

Figure 1: SEEDB Frontend: (A) query builder, (B): visualization
builder, (C): visualization pane, (D) recommendations pane

zenvisage. Our new visualization recommendation tool
is called Zenvisage—meaning to view (data) effortlessly [37,
36]. The goal of zenvisage (Figure 2) is to quickly iden-
tify interesting patterns or trends from large datasets via
one of two mechanisms: a simple drag-and-drop based
interactive interface with query sketching capabilities
(e.g., find a visualization where there is a spike at a cer-
tain point simply by drawing the desired visualization
on a canvas—Box 4 shows the result for the drawing
in Box 3, while Box 2 shows other typical visualiza-
tions for context) and a visual data exploration language
called ZQL for more complex requests (Box 5).

Figure 2: zenvisage Frontend

7. RELATED WORK
Partial Automation of Visualizations. Tools such
as Spotfire and Tableau have recently started providing
some features for automatically choosing visualizations
for a data set [1, 2]; however these features are restricted
to a set of aesthetic rules-of-thumb that guide visualiza-
tion. Profiler [19] detects anomalies in data and pro-
vides some visualization recommendation functionality.
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VizDeck [21] allows users to select from visualizations
presented on a dashboard.
VISREC Systems. Work such as [28, 27] focuses on
recommending visual encodings for a user-defined set of
attributes, thus addressing the visual ease of understand-
ing axis. Similar to SEEDB, [35, 45, 44] use different
statistical properties of the data to recommend visual-
izations. [12] monitors user behavior to mine for intent
and provides recommendations, while [42] uses task in-
formation and semantic web ontologies. Most recently,
the Voyager system [46] has been proposed to provide
visualization recommendations for exploratory search.
Finding patterns and trends. The data mining and ma-
chine learning community has developed a large swath
of statistical analysis tools such as Knime, RapidMiner,
SAS, and SPSS, and programming libraries [17, 33] for
doing complex analytics tasks such as classification, clus-
tering, and dimensionality reduction. While many of
these tools and libraries can be employed in VISREC
systems to mine for patterns in data, only expert users
with detailed knowledge of algorithmic details and pa-
rameterizations can use these tools effectively.

8. CONCLUSION
With increasing interest in data science and large num-

bers of high-dimensional datasets, there is a need for
easy-to-use, powerful visualization recommendation tools
to support visual analysis. While we are in the early
days of VISREC systems, we believe the directions out-
lined in this paper, as well as the analogies to and dif-
ferences with traditional recommendation systems can
lead to interesting, challenging, and impactful problems
for the database research community.
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