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XORs in the Air: Practical Wireless Network
Coding

Sachin Katti Hariharan Rahul Wenjun Hu Dina Katabi Murieédiérd Jon Crowcroft

Abstract— This paper proposes COPE, a new architecture 1

for wireless mesh networks. In addition to forwarding packes, Alice | @B 5 g Bob ]
routers mix (i.e., code) packets from different sources toricrease t Q,E EYRENUUC
the information content of each transmission. We show thatritel- H 4 IS w
ligently mixing packets increases network throughput. Ourdesign I T

is rooted in the theory of network coding. Prior work on network Alice’s packet B

Bob’s packet []

coding is mainly theoretical and focuses on multicast traffi. (a) Current Approach

This paper aims to bridge theory with practice; it addressesthe
common case of unicast traffic, dynamic and potentially burty .
flows, and practical issues facing the integration of netwd¢ ,  oelav ]

2
coding in the current network stack. We evaluate our design o niice | @27 1 T QY Bob |
a 20-node wireless network, and discuss the results of the dir o H =T
testbed deployment of wireless network coding. The resultshow H &Y ﬂ

that using COPE at the forwarding layer, without modifying
routing and higher layers, increases network throughput. The
gains vary from a few percent to several folds depending on
traffic pattern, congestion level, and transport protocol.

3
Alice pkt XOR Bob pkt [
(b) COPE
Fig. 1—A simple example of how COPE increases the throughput.
Index Terms— Network Coding, Wireless Networks, Algo- It allows Alice and Bob to exchange a pair of packets using 3
rithms, Design, Performance, Theory transmissions instead of 4 (numbers on arrows show the order
of transmission).

I. INTRODUCTION

Wireless networks suffer from low throughput and do nQfye make the nodes snoop on all transmissions and store the

scale to dense deployments [1]. To address this problem, We, oo packets for a short period. As a result, a router ca
present COPE, a new forwarding architecture that subsii§nti y 5p o packets and deliver them to two different neighbors

improves the throughput of stationary wireless mesh néts(or i, 5 gingle transmission whenever it knows that each of the

CQPE @r?serts a_coding shim_petween the IP_ and MAC Iayemo neighbors has overheard the packet destined to the. other
It identifies coding opportunities and benefits from them b§nooping not only extends the benefits of coding beyond

forwarding multiple packets in a single transmission. duplex flows, but also enables us to code more than pairs

CO_PE'S design is i!"SP"“-“?' by the theory ‘?f network COdin%‘f packets, producing a larger throughput increase thaninha
Consider the scenario in Fig. 1, where Alice and Bob wapk, ¢

to exchange_ a pair of packets via a router. In ¢ urrent 4P~ our work advocates an alternative architecture for wireles
proaches, Alice sends her pagket to the router, which fd%.‘rmesh networks that significantly improves their throughput
It to BOb’. and BOb Se’?ds his packet _to the router,_ V‘{h"ﬁg based on the following two key principles.
forwards it to Alice. This process requires 4 transmissions )
Now consider a network coding approach. Alice and Bob sefdEMPploy network codingCurrent routers forward packets
their respective packets to the router, which XORs the two ffom one link to another. COPE, however, shows that there
packets and broadcasts the XOR-ed version. Alice and Bop'e Practical benefits for allowing the routers to intelfigg
can obtain each other's packet by XOR-ing again with their MiX the content of the packets before forwarding them.
own packet. This process takes 3 transmissions instead of 4Embrace the broadcast nature of the wireless channel.
Saved transmissions can be used to send new data, increasif{£twork designers typically abstract the wireless channel
the wireless throughput. as a point-to-point link, theq adapt forwarding and routing
The main challenge in designing COPE is to extend theteéchniques designed for wired networks for wireless. .In
idea beyond duplex flows. Few applications send data incontrast, COPE exploits the broadcast property of radios
both directions, limiting the practical benefits of the smem  Instead of hiding it under an artificial abstraction.
in Fig. 1. To achieve large throughput gains, we need toWe summarize the contributions of this work as follows.
generalize the idea to any topology and traffic pattern. To @) COPE provides a general scheme for inter-session \ssele
so, we exploit the broadcast nature of the wireless mediunetwork coding. It applies to any topology and an arbitrary
. 4 . . . o number of bursty flows whose duration is not known a priori,
Sachin Katti, Hariharan Rahul, Dina Katabi, and Muriel Mé&t are . . .
affiliated with the Department of EECS, MIT. Wenjun Hu and &mowcroft and that arrive and leave dynamically. In contrast, priorkvo
are affiliated with the University of Cambridge. on inter-session network coding either focuses on duplex
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flows [2] or assumes known flow patterns with steady rate|QLe'rtr_n — | 2eﬁniti°n — |
and ideal scheduling [3]. auve Facke non-éncoded packe :

. .2 n . Lo Encoded or XOR- | A packet that is the XOR of multiple
(2) COPE is the first integration of network coding into thel [, 5. ot native packets

current network stack, presenting a system architectuaé th Nexthops of an| The set of nexthops for the native pack-
works seemlessly with higher layer protocols and supportsEncoded Packet ets XOR-ed to generate the encoded
both TCP and UDP flows. We also implement COPE in the packet
Linux kernel and evalute its performance in a wireless tetb | Packet Id A 32-bit hash of the packet's IP sourge
(3) The paper presents the results of the first deployment address and IP sequence number

f .
network coding in a wireless network. It studies the perfor Output Queue ﬁegézcihgu‘?:fk;g?f ﬁgegzd% fg:\]s;?c It

mance of COPE in a 20-node wireless testbed using state-0fpzcket Pool A buffer where a node stores all packdlts
the-art routing protocols, and reveals its interactionthwvfe heard in the pasT seconds
wireless channel and higher layer protocols. Our findings ca Coding Gain The ratio of the number of trans-
be summarized as follows: missions required by the current non-
° Netvv_ork coding, L_Jsed pu_rely as an enhanceme_nt of the for- ggi'g%isifop;gicshéd tgy tggprlwzugbgé”vgr
warding layer, while keeping routing and other higher layer the same set of packets.
unmodified, substantially improves wireless throughput. | Coding+MAC The expected throughput gain with
e When the wireless medium is congested and the trafficGain COPE when an 802.11 MAC is used,
consists of many random UDP flows, COPE increases the and all nodes are backlogged.

throughput of our testbed by 3¢4 TABLE | —Definitions of terms used in this paper.

o If the traffic does not exercise congestion control (e.g.,
UDP), COPE’s throughput improvement may substantially

exceed the expected theoretical coding gain. This adaitiomnd known flow patterns with steady rates. In a recent paper,
gain occurs because coding makes a router's queue smalig, present a low-complexity algorithm for intra-sessiott-ne
reducing the probability that a congested downstream routgork coding and demonstrate via implementation and testbed

will drop packets that have consumed network resourcesexperiment that intra-session network coding yields ficatt
e For a mesh network connected to the Internet via an acc@ghefits to both unicast and multicast flows [16].
poi_nt, the thrqughput improyement observed with COPE Inter-session network coding, to which COPE belongs, is
varies depepdmg on.the ratio betweeq total download aﬂﬁown to be difficult. It is known that linear codes are
g&ot‘z d7t6i1/2flc traversing the access point, and ranges frcfrrlnsufficient for optimal inter-session network coding [18hd
: . . - ven if we limi rselv linear rmining how
e Hidden terminals create a high collision rate that cannot E’)eee © t ourselves to linear codes, dete g ho

; . 0 perform the coding is NP-hard [6]. Hence, recent work
masked even with the maximum number of 802.11 retrans; focused on developing heuristics that provide sigmifica

missions. In these environments, TCP does not send enoi@iughput gains [2], [3], [19], [20]. Wu et al. [2] describe

to utilize the medium, and thus does not create codin . X ; . :

- . - ) . physical piggybacking scheme for inter-session network
ppportunltles. With no hidden terminals, TCP's throughpui’)ding in line networks i.e., duplex flows like those in Fig. 1
increases by an average of%8n our testbed.

COPE generalizes that scheme to arbitrary networks. Queue
Il. BACKGROUND AND RELATED WORK stability and MAC issues for line networks have been explore

Research on network coding can be divided into two Calc{%)d[iznl]‘bhztzit]. d(-ar\ZISo p:zerr:;;ngﬁea:SL?:?;:teszgange;W ork
egories: intra-session, where coding is restricted to gtsck g psap 9 P

. between the theory of network coding and practical network

belonging .to .the same session or flow, and. mter-sess_lo gsign and provides an operational protocol for generalasti
where coding is allowed among packets belonging to poss,ltgr)éﬁic

different sessions or flows. Intra-session network codiag h . o
been extensively studied, beginning with the pioneeringepa Related work has also built on our conference pl_JbIlcatlon
by Ahlswede et al. [4], who show that having the routers miQf COPE [23]. Wu et al. [24] have presented algorithms for
information in different messages allows the communicatid"iXing packets optimally, Rayanchu et al. [25] have expdore
to achieve multicast capacity. Li et al. show that for maigic routing and MAC algorithms for COPE, and Liu et al. [26]
traffic linear codes are sufficient to achieve the maximufifivé @nalyzed the theoretical throughput benefits obtairied
capacity bounds [5]. Koetter and Médard [6] present po|}QOPE style of codlng. The technique has also been recently
nomial time algorithms for encoding and decoding, and Hextended to the physical layer [27]-[30].
et al. extend these results to random codes [7]. FurtheresomFinally, a rich body of systems research has tackled the
work studies intra-session wireless network coding [8pH1 problem of improving the throughput of wireless networks.
In particular, Lun et al. study intra-session network cgdinThe proposed solutions range from designing better routing
and show that the problem of minimizing the communicatiometrics [31]-[33] to tweaking the TCP protocol [34], and
cost can be formulated as a linear program and solved inrelude improved routing and MAC protocols [35], [36]. Our
distributed manner [17]. work builds on these foundations but adopts a fundamentally
The above work is either theoretical or simulation based awifferent approach; it explores the utility of network codiin
assumes a combination of multicast traffic, optimal schadul improving the throughput of wireless networks.
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C’s Packet Pool

El P?ckets N Next Hop
B's Queue Coding Option Is it good?
B’s Output Queue > A .
> - > Bad Coding (C can
c + decode but A can't)
—
> = Better Coding (Both
@ @ c + A and C can decode)
- Best Coding (Nodes A,
El El — D E"""‘ C, and D can decode)
A’s Packet Pool D’s Packet Pool
(a) B can code packets it wants to send (b) Nexthops of packeits B's queue (c) Possible coding options

Fig. 2—Example of Opportunistic Coding; Node B has 4 packets in its geue, whose nexthops are listed in (b). Each neighbor of B
has stored some packets as depicted in (a). Node B can make anmher of coding decisions (as shown in (c)), but should selettie
last one because it maximizes the number of packets delivetén a single transmission.

I11. COPE OVERVIEW neighborsC andA to decode and obtain their intended packets

om a single transmission. Yet the best coding decisiorBfor
ould be to seng; & ps & pa, which would allow all three
ighbors to receive their respective packets all at once.

We introduce COPE, a new forwarding architecture foftr
wireless mesh networks. It inserts a coding layer between t
IP and MAC layers, which detects coding opportunities a

exploits them to forward multiple packets in a single trans-

The above example emphasizes an important coding issue.
mission. COPE assumes that there is an underlying routiﬁ?Ckets from multiple unicast flows may get encoded together
a

protocol which picks paths between nodes. Before delvitg in®t SOMe intermediate hop. But their paths may diverge at

details, we refer the reader to Table |, which defines the gerifi® N€xthop, at which point they need to be decoded. If
used in the rest of the paper. not, unneeded data will be forwarded to areas where there

COPE incorporates three main techniques: is no interested receiver, wasting much capacity. The gpdin
L _ _ ' _algorithm should ensure that all nexthops of an encodedgtack
(a) Opportunistic Listening: Wireless is a broadcast mediums5n decode their corresponding native packets. This can be

creating many opportunities for nodes to overhear packgfshieved using the following simple rule:
when they are equipped with omni-directional antennae. EOP

sets the nodes in promiscuous mode, makes them snoop on

all communications over the wireless medium and store the

overheard packets for a limited peridd(default T = 0.5g). N
In addition, each node broadcasézeption reportgo tell J#AL

its neighbors which packets it has stored. Reception repofihis rule ensures that each nexthop can decode the XOR-

are sent by annotating the data packets the node transmitsgiversion to extract its native packet. Whenever a node has

node that has no data packets to transmit periodically ser@lghance to transmit a packet, it chooses the largesiat

the reception reports in special control packets. satisfies the above rule to maximize the benefit of coding.

To transmit n packets, py, ...,pn, t0 N nexthops,
ri,...r'n, @ node can XOR th& packets together
only if each next-hop; has alln — 1 packetsp; for

(b) Opportunistic Coding: The key question is what packets(c) Learning Neighbor State: But how does a node know
to code together to maximize throughput. A node may hawvéhat packets its neighbors have? As explained earlier, each
multiple options, but it should aim tmaximize the number node announces to its neighbors the packets it stores in
of native packets delivered in a single transmission, whifeception reports. However, at times of severe congestion,
ensuring that each intended nexthop has enough informati@ception reports may get lost in collisions, while at times
to decode its native packet. of light traffic, they may arrive too late, after the node has
The above is best illustrated with an example. In Fig. 2(a3|ready made a suboptimal coding decision. Therefore, & nod
nodeB has 4 packets in its output quepg p., ps, andp,. Its  cannot rely solely on reception reports, and may need tosgues
neighbors have overheard some of these packets. The table/irether a neighbor has a particular packet.
Fig 2(b) shows the nexthop of each packeBis queue. When  To guess intelligently, we leverage the routing computatio
the MAC permitsB to transmit,B takes packep; from the Wireless routing protocols compute the delivery prob#pili
head of the queue. Assuming tlaknows which packets eachbetween every pair of nodes and use it to identify good
neighbor has, it has a few coding options as shown in Fig. 2(ppths. For e.g., the ETX metric [31] periodically computes
It could sendp; @ pz. Since nodeC hasp; in store, it could the delivery probabilities and assigns each link a weighiagq
XOR p; with p1 @ p2 to obtain the native packet sent to it, i.e.to 1/(delivery probability) These weights are broadcast to all
p2. However, nodeA does not havg,, and so cannot decodenodes in the network and used by a link-state routing prdtoco
the XOR-ed packet. Thus, sendipg & p2 would be a bad to compute shortest paths. We leverage these probabfiities
coding decision foB, because only one neighbor can benefguessing. In the absence of deterministic information, EOP
from this transmission. The second option in Fig. 2(c) shawsestimates the probability that a particular neighbor haacket
better coding decision fd8. Sendingp; ®ps would allow both as the delivery probability of the link between the packet’s
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previous hop and the neighbor. * ______ @¢ ______ @ @¢ ______

Occasionally, a node may make an incorrect guess, which
causes the coded packet to be undecodable at some nexthop. %n . ] . N

. . . . . a) Chain topology; 2 flows in reverse directions.
this case, the relevant native packet is retransmitteeniatly
encoded with a new set of native packets.

How beneficial is COPE? Its throughput improvement de- T3 é
pends on the existence of coding opportunities, which them-__, .-~~~ \@ T
selves depend on the traffic patterns. This section provide Y
some insight into the expected throughput increase and the @
factors affecting it. (b) “X” topology (c) Cross topology
2 flows intersecting atn,. 4 flows intersecting atny

IV. UNDERSTANDING COPE's GAINS @ L

A. Coding Gain

We defined thecoding gainas the ratio of the number of PN
transmissions required by the current non-coding approach
to the minimum number of transmissions used by COPE to
deliver the same set of packets. By definition, this number is
greater than or equal to 1.

In the Alice-and-Bob experiment, as describedlinCOPE
reduces the number of transmissions from 4 to 3, thus pro-
ducing a coding gain of = 1.33.

But what is the maximum achievable coding gain, i.e., what
is the theoretical capacity of a wireless network that eiyplo
COPE? The capacity of general network coding for unicast
traffic is still an open question for arbitrary graphs [3]7]3
However, we analyze certain basic topologies that reveakso (d) Wheel topology; many flows intersecting at the center noel.
of the factors affecting COPE’s coding gain. Our analysis as
sumes identical nodes, omni-directional radios, perfeeting Fig. 3—Simple topologies to understand COPE’s Coding and
within some radius, and the signal is not heard at all outsi§@ding+MAC Gains.
this radius, and if a pair of nodes can hear each other the
routing will pick the direct link. Additionally, we assuméat ) )
the flows are infinite and we only consider the steady state?SSUming perfect overhearingu(and ns can overheam;

Lemma 4.1:In the absence of opportunistic listening@"d Ns, and vice versa)n, can XOR 4 packets in each
COPE’s maximum coding gain is 2, and it is achievable. transmission, thus reducing the number of transmissiaos fr

We prove the lemma by showing that the coding gain of tH&{© 9, producing a coding gain @f: 1.6. _

chain in Fig. 3(a) tends to 2 as the number of intermediate Ve observe that while this section has focused on theofetica

nodes increases. The complete proof is in Appendix A. ~ bounds, the gains in practice tend to be lower due to the
While we do not know the maximum gain for COPE witr@vailability of coding opportunities, packet header oztis,

opportunistic listening, there do exist topologies wheppar- medium losses, etc. However, it is important to note that

tunistic listening adds to the power of COPE. For exampIgOPE increases the actual information rate of the medium

consider the “X’-topology shown in Fig. 3(b). This is thefar above the bit rate, and hence its benefits are sustained

analogy of the Alice-and-Bob topology, but the two flow§Ven when the mediqm is fglly ut_iIized. This contrasts with
travel along link-disjoint paths. COPE without opportuis ©ther approaches to improving wireless throughput, such as
listening cannot achieve any gains on this topology. Buhwif’PPOrtunistic routing [35], which utilize the medium bette
opportunistic listening and guessing, the middle node cl¥¢hen it is not fully congested, but do not increase its capaci
combine packets traversing in opposite directions, fordirgp ) _
gain of 3 = 1.33. This result is important, because in a red}- Coding+MAC Gain
wireless network, there might be only a small number of flows When we ran experiments with COPE, we were surprised
traversing the reverse path of each other & la Alice-and;Bdo see that the throughput improvement sometimes greatly
but one would expect many flows to intersect at a relay, amsdceeded the coding gain for the corresponding topology. It
thus can be coded together using opportunistic listenird) aturns out that the interaction between coding and the MAC
guessing. produces a beneficial side effect that we call the Coding+MAC
The “X” and Alice-and-Bob examples can be combined tgain.
further improve the benefits of coding, as in the cross togplo The Coding+MAC gain is best explained using the Alice-
of Fig. 3(c). Without coding, 8 transmissions are necessaand-Bob scenario. Because it tries to be fair, the MAC diside
for each flow to send one packet to its destination. Howevéne bandwidth equally between the 3 contending nodes: Alice
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| _Topology | Coding Gain | Coding+MAC Gain | A. Packet Coding Algorithm
Alice-and-Bob 1.33 2
X" 1.33 2 To build the coding scheme, we have to make a few design
- c':trosésh _ 12-6 ‘2‘ decisions. First, we design our coding scheme around the
nrinite ain HR H H
Infinite Whael > = principle ofnever delaying packet¥hen the wireless channel

is available, the node takes the packet at the head of its
output queue, checks which other packets in the queue may be
encoded with this packet, XORs those packets together, and

Bob, and the router. Without coding, however, the rc)utebrroadcasts the XOR-ed version. If there are no encoding op-

needs to transmit twice as many packets as Alice or Bd%qugfgez&ftnggepioﬁfe?gftovrv;;tezgrtﬁlen%rgfg Of;,r;;gt?c
The mismatch between the traffic the router receives from tﬁg P ; PP

. - erload each transmission with additional informationewh
edge nodes and its MAC-allocated draining rate makes tgléssible, but does not wait for additional codable packets t

TABLE Il —Theoretical gains for a few basic topologies.

router a bottleneck; half the packets transmitted by thesed

nodes are dropped at the router's queue. COPE allows the ) ,
bottleneck router to XOR pairs of packets and drain them >€cond, COPEgives preference to XOR-ing packets of

twice as fast, doubling the throughput of this network. ThuSimilar lengths because XOR-ing small packets with larger
the Coding+MAC gain of the Alice-and-Bob topology is 2. °N€S reduces bandwidth savings. Empirical studies shot tha
The Coding+MAC gain assumes all nodes continuousg)e packet-size distribution in the Internet is bimodalhwit
have some traffic to send (i.e., backlogged), but are linited eaks at 40 and 1509 bytes [38]. We.can th'erefor.e limit
their MAC-allocated bandwidth. It computes the throughpl,'irt1e overhead of searching for packets with the right sizes by

gain with COPE under such conditions. For topologies with ddstinguishing between sn_1a|| and I_arge packets. We might st
single bottleneck, like the Alice-and-Bob's, the CodingA®! have to XOR packets of different sizes. In this case, thetehor

gain is the ratio of the bottleneck’s draining rate with copgackets are paddgd with ZEroes. The receiving _nod<_a cay easil
to its draining rate without COPE. remove the padding by checking the packet-size field in the

Similarly, for the “X” and cross topologies, the Cod—IP hgader OT each native packet.
ing+MAC gain is higher than the coding gain. For the “x”, Third, notice that COPE wilhever code together packets
the Coding+MAC gain is 2 since the bottleneck node is abfg¢aded to the same nexthop or packets generated by the
to drain twice as many packets, given its MAC allocated rate®ding node since the nexthop will not be able to decode
For the cross topology, the Coding+MAC gain is even high&€m- Hencewhile coding, we only need to consider non-
at 4. The bottleneck is able to send 4 packets out in eatflf 9enerated packets headed to different nexthops. COPE
transmission, hence it is able to drain four times as mafyerefore maintains two virtual queues per neighbor; one fo
packets compared to no coding. This begs the question: wRgta!l Packets and another for large packets (The defatitget
is the maximum Coding+MAC gain? The maximum possibllgSes a threshold of 100 bytes). When a new packet is added to
Coding+MAC gains with and without opportunistic listening"® Output queue, an entry is added to the appropriate Virtua
are properties of the topology and the flows that exist in @/€U€ based on the packet's nexthop and size.

network. Here we prove some upper bounds on Coding+MAC Searching for appropriate packets to code is efficidne
gains. to the maintenance of virtual queues. When making coding

Lemma 4.2:In the absence of opportunistic |isteninggecisions, COPE first dequeues the packet at the head of the
COPE’s maximum Coding+MAC gain is 2, and it is achievE!FO output queue, and determines if it is a small or a large
able. packet. Depending on the size, it looks at the appropriate
The proof is in Appendix B. virtual queues. For e_:xample, if the packet dequeued is a

Lemma 4.3:In the presence of opportunistic Iistening,sma" packet, COPE first looks at the virtual queues for small
COPE’s maximum Coding+MAC gain is unbounded. packets. COPE looks only at the heads of the virtual queues

The proof, detailed in Appendix C, uses the wheel topology Iq limit packet reordering. After exhausting the virtualemes

Fig. 3(d). Assuming\ edge nodes, with COPE the bottlenecRf @ particular size, the algorithm then looks at the heads of
node. in the center of the wheell XORE packets together virtual queues for packets of the other size. Thus for finding

and consequently drains its queNeimes faster than without @PPropriate packets to code COPE has to lookMtrackets
COPE. As the number of edge nodes increases, Ne-» N the worst case, wher®l is the number of neighbors of a

oo, the gain becomes infinite. While the previous example Rode.
clearly artificial, it does illustrate the potential of COREth ~ Another concern ispacket reordering We would like to
opportunistic listening to produce a several-fold imprment limit reordering packets from the same flow because TCP
in throughput, as igVII. mistakes it as a congestion signal. Thus, we always consider
Table 1l lists the gains for a few basic topologies. packets according to their order in the output queue. Still,
reordering may occur because we prefer to code packets of the
same size. In practice, this reordering is quite limitedauese
most data packets in a TCP flow are large enough to be queued
To integrate COPE effectively within the current networkn the large-packet queue, and thus be considered in order. W
stack, we need to address some important system issues. will see in §V-D, however, that reordering might arise from

rrve.

V. MAKING IT WORK
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other reasons, particularly the need to retransmit a pableet 1 Coding Procedure
has been lost due to a mistake in guessing what a neighbdrick packetp at the head of the output queue.
can decode. Thus, we choose to deal with any reordering th wzgrﬁc?;s—{pgnextho 60}
might happen inside the netwo_rk at the receiver. _COI_DE has & sizep) > 100 bytesthen
module that puts TCP packets in order before delivering them  \whichqueue =1
to the transport layer as explained §N-E. else
Finally, we want to ensure that each neighbor to whom Which.queue =0

; : e i weend if
a packet is headed has a high probability of decoding |tsfor Neighbori — 1 to M do

native packet._Thus, for each pa}gket in its outpult qUEeUe, OUr™ picy hackety, the head of virtual queug)(i, which queus
relay node estimates the probability that each of its neaghb if ¥n € NexthopsuU{i}, Prfn can decode @ p] > G then
has already heard the packet. Sometimes the node can be p=p®np
certain about the answer, for example, when the neighbor is Natives = NativesJ{pi}
the previous hop of the packet, or when the reception reports enyeithhOpS = Nexthops/{i}
from the neighbor state so. When neither of the above is trueg 4 1o,
the node leverages the delivery probabilities computediey t  which.queue = !whichqueue
routing protocol; it estimates the probability the neighbas for Neighbori = 1 to M do
the packet as the delivery probability between the packet's Pick packetpi, the head of virtual queu®(i, which.queug
previous hop and that neighbor. The node then uses this 'f V"€ NeXt_hOpSU{'}' Prin can decode & p] > G then
estimgte to ensure _that'encoded pgckets are decodable by all ﬁ;ti\?ef E' NativesJ{p:}
of their nexthops with high probability. Nexthops = Nexthops/{i}
In particular, suppose the node encodgsackets together. end if
Let the probability that a nexthop has heard padkbe P;. end for
Then, the probabilityPp, that it can decode its native packet "€tUmp
is equal to the probability that it has heard all of the- 1

native packets XOR-ed with its own, i.e.,

has received or sent out. The packets are stored in a hash
table keyed on packet id (see Table I), and the table is

Consider an intermediate step while searching for codirbage collected every few seconds. When a node receives
candidates. We have already decided to X®R 1 packets an encoded packet consisting ofnative packets, the node
together, and are considering XOR-ing th® packet with goes through the ids of the native packets one by one, and
them. The coding algorithm now checks that, for each of tHgtrieves the corresponding packet from its packet pool if
n nexthops, the decoding probabiliBp, after XOR-ing the Possible. Ultimately, it XORs then — 1 packets with the

nh packet with the rest stays greater than a thresi®ighe received encoded packet to retrieve the native packet meant
default valueG = 0.8). If the above conditions are met, eacfor it.

nexthop can decode its packet with at least probabiBty

Finally, we note that for fairness we iterate over the set @ pgeyudo-broadcast

neighbors according to a random permutation. )
Formally, each node maintains the following data strucure "€ 802.11 MAC has two modes: unicast and broadcast.

&nce COPE broadcasts encoded packets to their next hops,
& natural approach would be to use broadcast. Unfortlynate
this does not work because of two reasons: poor reliabifity a

Po =Py xPyx...xPn_1.

e Each node has a FIFO queue of packets to be forward
which we callthe output queue
e For each neighbor, the node maintains twer-neighbor @ck of backoft.

virtual queuesone for small packets (e.g., smaller than 10 o ; . :
bytes), and the other for large packets. The virtual queu SSpecmcally, in the 802.11 unicast mode, packets are imme-

for a neighbolA contain pointers to the packets in the outp lately ack-lt'edbbl'y th;:ir intended'ngxthc;]ps. Thi 802'%‘ pﬂl\i/fzc
queue whose nexthop & ensures reliability by retransmitting the packet at the

« Additionally, the node keeps a hash talpecket info that layer for a fixed number of times until a synchronous ack is

is keyed on packet-id. For each packet in the output queﬁghceived. Lack of an ack is interpreted as a collision sigtual

the table indicates the probability of each neighbor havi ich the Se'f‘der reacts by backing off ex.ponentially, thpre
that packet. lowing multiple nodes to share the medium.

Whenever the MAC signals a sending opportunity, the no %In contrast, 802.11 broadcast lacks both reliability and
. ) ’ koff. A ket h [ [
executes the procedure illustrated in Alg. 1. The greedt-str Ko broadcast packet has many intended receiveds, an

eqy depicted in this algorithm has a computational comg}exiit is unclear who should ack. In the gbgence of the acks, the
that is linear in the number of active neighbors of a node broadcast mod_e_ offers no retransmissions and consequently
" very low reliability. Additionally, a broadcast source cent
. detect collisions, and thus does not back off. If multiple
B. Packet Decoding backlogged nodes share the broadcast channel, and each of
Packet decoding is simple. Each node maintairgaeket them continues sending at the highest rate, the resulting
Pool, in which it keeps a copy of each native packet ithroughput is therefore very poor, due to high collisioregt
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Our solution is pseudo-broadcastwhich piggybacks on TR
802.11 unicast and benefits from its reliability and backoff packesxor- PKTID | NeXTHOP
mechanism. Pseudo-broadcast unicasts packets that aré mea™"" { ;
for broadcast. The link-layer destination field is set toNh&C { TR Y

MAC Header

address of one of the intended recipients. An XOR-header iSrecepiion
added after the link-layer header, listing all nexthops fod t : Fouting Hoader
packet, Since all nodes are set in the promiscuous mode, they ACK_NUM |(Optional; depends on protoco)
can overhear packets not addressed to them. When a node LOGAL_PKT_SEQ NUM 7 Hescer
receives a packet with a MAC address different from its own, Ackic | [NEIGHEORLAST AoK]Ack iap
it checks the XOR-header to see if it is a nexthop. If so,
it processes the packet further, else it stores the packat in

buffer as ar.l opportunlstlc.ally received packet. As all pﬂsk Fig. ——COPE Header. The first block identifies the native packets
are sent using 802.11 unicast, the MAC can detect collisioQgn_oq and their nexthops. The second block contains recejoin

and backoff properly. reports. Each report identifies a source, the last IP sequerc

Pseudo-broadcast is also more reliable than simple broadmber received from that source, and a bit-map of most
cast. The packet is retransmitted multiple times until i#&cent packets seen from that source. The third block contais
designated MAC receiver receives the packet and acks teor ?synchronous acks. Each entry identifies a neighbor, an encomt

R . . or the ACK map, and a bit-map of ack-ed packets.

number of retries is exceeded. A desirable side effect afehe
retransmissions is that nodes that are promiscuoushniizge
to this packet have more opportunities to hear it. PSeudgr, single link.) Retransmitted packets may get encodeld wit
broadcast, h_owever, does n(_)t completely sqlve the reliabil ji\or packets according to the scheméVhA.
problem, which we address in the next section. A nexthop that receives an encoded packet decodes it
to obtain its native packet, and immediately schedule an
ack event. Before transmitting a packet, the node checks its
pending ack events and incorporates the pending acks in the
(a) Why hop-by-hop ACKs? Encoded packets require allCOPE header. If the node has no data packets to transmit, it
nexthops to acknowledge the receipt of the associatedena®gnds the ACKs in periodic control packets-the same control
packet for two reasons. First, encoded packets are headeddagkets used to send reception reports.
multiple nexthops, but the sender gets synchronous MAErlay
ACKs only from the nexthop that is set as the link layeE. Preventing TCP Packet Reordering

destination of the packet (as explained in the previousm®ct Asynchronous ACKs can cause packet reordering, which
There ?s still a probability of loss to the other nexthopsnfro may be confused by TCP as a sign of congestion,. Thus,
wh(_)m_ |t_does not get synchronous ACKs. Secon_d, COPE MEBPE has alrdering agentwhich ensures that TCP packets
optimistically guess that a nexthop_has enough informaon are delivered in order. The agent ignores all packets whose
decode an XOR-ed packet, when it actually does not. final IP destinations differ from the current node, as well

. The standard solution to.wireless losses is to mask erndls non-TCP packets. These packets are immediately passed
induced drops by recovering lost packets locally througly the next processing stage. For each TCP flow ending at

acknowledgments and retransmissions [39], [40]. COPE 1QQ. host, the agent maintains a packet buffer and records the
addresses this problem using local retransmissions; theese last TCP sequence number passed on to the network stack.

expects the next_hops_of an_XOR—ed packet to d(_acodethex soming packets that do not produce a hole in the TCP
ed packet, obtain their native packet, and ack it. If any ef thyeence stream are immediately dispatched to the transpor

native packets is not ack-ed within a certain interval, theket |5y er after updating the sequence number state. Otherwise
is retransmitted, potentially encoded with another setative they are withheld in the buffer till the gap in the sequence

packets. numbers is filled, or until a timer expires.

SRC_IP ILAST?PKTI Bit Map
- COPE Header

Reports

D. Hop-by-hop ACKs and Retransmissions

(b) Asynchronous Acks and RetransmissionsHow should
we implement these hop-by-hop ACKs? For non-coded pack- VI. | MPLEMENTATION DETAILS
ets, we simply leverage the 802.11 synchronous ACKs. Unfor- .
ey exending s synchronaus ACK approac o codgd 1T, S5 S0ty packe Feaders and suers e con
packets is highly inefficient, as the overhead incurred from ~ " P '
sending each ack in its own packet with the necessary IP aq%scrlbes both parts.
WiFi headers would be excessive. Thus, in COPE encoded
packets are ack-ed asynchronously. A. Packet Format

When a node sends an encoded packet, it schedules &OPE inserts a variable-length coding header in each
retransmission event for each of the native packets in tpacket, as shown in Fig. 4. If the routing protocol has its
encoded packet. If any of these packets is not ack-ed withinown header (e.g., Srcr [32]), COPE’s header sits between the
seconds, the packet is inserted at the head of the outpuequeauting and the MAC headers. Otherwise, it sits between the
and retransmittedTg, is slightly larger than the round trip time MAC and IP headers. Only the shaded fields in Fig. 4 are
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Can send - X
Nei ghbor _Segno_Count er . Whenever the node sends a

no packet to that neighbor, the counter is incremented and its
Output Queue E» value is assigned to the packet as a local sequence number,

Local _PKT_SEQNUM The two neighbors use this sequence

number to identify the packet. Now, a node can use cumulative
possibl acks on a per-neighbor basis. Each coded packet contains an

ack header as shown in Fig. 4. The ack block starts with the
number of ack entries, followed by the packet local sequence
number. Each ack entry starts with a neighbor MAC address.
This is followed by a pointer to tell the neighbor where the
cumulative acks stop, and a bit-map indicating previously
received and missing packets. For example, an entrj/fof

Add to Packet Po

< o>

) f
@ 50, 01111111} acks packet 50, as well as the sequence
| i 43-49, from neighboA. It also shows that packet 42 is still
missing. Note that though we use cumulative acks, we do not
| N guarantee reliability at the link layer. In particular, batode
packel retransmits a lost packet a few times (default is 2), and then
e gives up.
(a) Sender side (b) Receiver side B. Control Flow
Fig. 5—Flow chart for our COPE Implementation. Fig. 5 abstracts the architecture of COPE. On the sending

side, (shown in Fig. 5(a)), whenever the MAC signals an
opportunity to send, the node takes the packet at the head of
required in every COPE header. The COPE header adds lesutput queue and hands it to the coding modgieA). If
than 3% overhead to each packet. The coding header contathe node can encode multiple native packets in a single XOR-
the following 3 blocks. ed version, it has to schedule asynchronous retransmission

(a) Ids of the coded native packets:The first block Either way, before the packet can leave the node, pending

records meta-data to enable packet decoding. It starts wiftpePtion reports and acks are added.

ENCODED.NUM the number of native packets XOR-ed to- On the receiving side, (shown in Fig. 5(b)), when a packet
gether. For each native packet, the header listsBtswhich is  &MMV€S: the node extracts any acks sent by this neighbor to
a 32-bit hash of the packet's source IP address and IP seguef€ Node. It also extracts all reception reports and updetes
number. This is followed by the MAC address of the nativ¥!€W Of what packets its neighbor stores. Further processin
packet'sNext hop. When a node hears an XOR-ed packegepends on whether the packet is intended for the node. If
it checks the list ofNext hops to determine whether it is the node is not a nexthop for the packet, the packet is stored
an intended recipient for any of the native packets XOR-j the Packet Pool. If the node is a nexthop, it then checks

together, in which case it decodes the packet, and procitsséste packet is encoded. If it is, the node tries to decode by
further. XOR-ing the encoded packet with the native packets it stores

) ) . in its Packet Pool. After decoding it acks this receptionhe t
(b) Reception reports: Reception reports constitute the secyyeyious hop and stores the decoded packet in the Packet Pool
ond block in the XOR header, as shown in Fig. 4. Thene node now checks if it is the ultimate destination of the
block starts with the number of the reports in the packelycket, if so it hands the packet off to the higher layers of th
REPORT_NUM Each report specifies the source of the reporteghyyork stack. If the node is an intermediate hop, it pushes
packetsSRC.I P. This is followed by the IP sequence numbeghe hacket to the output queue. If the received packet is not

of the last packet heard from that souricast -PKT, and a gncoded, the packet is simply stored in the Packet Pool and
bit-map of recently heard packets. For example, a repoti®f tyrgcessed in the same fashion as a decoded packet.
form {128. 0. 1.9, 50, 10000001} means that the last

packet this node has heard from sout@8. 0. 1. 9 is packet VIl. EXPERIMENTAL RESULTS

50, and it has also heard packets 42 and 49 from that sourcejs section uses measurements from a 20-node wireless
but none in between. The above representation for receptigiiped to study both the performance of COPE and the
reports has two advantages: compactness and effectivénesgieraction of network coding with the wireless channel and
particular, the bit-map allows the nodes to report each ‘ﬂac‘ﬁigher-layer protocols. Our experiments reveal the foifay
multiple times with minimal overhead. This guards againgt \nhen the wireless medium is congested and the traffic
reception reports being dropped at high congestion. consists of many random UDP flows, COPE delivers a3-4
(c) Expressing asynchronous acks compactly and ro- increase in the throughput of our wireless testbed.

bustly: To ensure ack delivery with minimum overheade When the traffic does not exercise congestion control (e.g.,
we use cumulative acks. Since they implicitly repeat ack UDP), COPE'’s throughput improvement substantially ex-
information, cumulative acks are robust against packepslro ceeds the expected coding gain and agrees with the Cod-
Each node maintains a per-neighbor 16-bit counter, calleding+MAC gain.
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e For a mesh network connected to the Internet via a gatewayThroughput Gain: the ratio of the measured network
the throughput improvement observed with COPE variesthroughputs with and without COPE. We compute the
depending on the ratio of download traffic to upload traffic throughput gain from two consecutive experiments, with
at the gateway, and ranges from 5% to 70%. coding turned on, then off.

e Hidden terminals create a high loss rate that cannot be
masked even with the maximum number of 802.11 re&&. COPE in gadget topologies

transmissions. In these environments, TCP does not sengye would like to compare COPE’s actual throughput gain
enough to utilize the medium and does not create codifgh the theoretical gains described§h, and study whether
opportunities. In e_:nwronments vv_|th no hidden term_lnalsn is affected by higher layer protocols. We start by lookixtg
TCP’s throughput improvement with COPE agrees with the e,y toy topologies with good link quality (medium loss rate
expected coding gain. after MAC retries< 1%), and no hidden terminals.

1) Long-Lived TCP FlowsWe run long-lived TCP flows
A. Testbed o o

over 3 toy topologies: Alice-and-Bob, the “X”, and the cross
(a) Characteristics: We have a 20-node wireless testbed th%pologies depicted in Figs. 1 and 3. Fig. 6 plots the CDFs of
spans two floors in our building connected via an open loungfie TCP throughput gain measured over 40 different runs. For
The nodes of the testbed are distributed in several officgge Alice-and-Bob topology the gain, shown in Fig. 6(a), the
passages, and lounges. Paths between nodes are betwegfdian gain is close to the theoretical coding gain of 1.3@ T
and 6 hops in length, and the loss rates of links on theggference of 5-8% is due to the overhead of COPE’s headers,
paths range between 0 and 30%. The experiments descriggdwell as asymmetry in the throughput of the two flows,
in this paper run on 802.11a a bit-rate of 6Mb/s. Running thghich prevents the router from finding a codemate for every
testbed on 802.11b is impractical because of a high level ®dcket. Similarly, for the “X”-topology, the gain in Fig. i)
interference from the local wireless networks. is comparable to the optimal coding gain of 1.33. Finally,
(b) Software: Nodes in the testbed run Linux. COPE id-ig. 6(c) shows the throughput gain for the cross topologi wi
implemented using the Click toolkit [41]. Our implementati TCP. The gains are slightly lower than the expected coding
runs as a user space daemon, and sends and receives gaiv of 1.6 because of header overhead, imperfect overfggari
802.11 frames from the wireless device using a libpcap-liknd a slight asymmetry in the throughputs of the four flows.
interface. The implementation exports a network interface  The above experimental results reveal that when the traffic
the user that can be treated like any other network deviesercises congestion control, the throughput gain cooeds
(e.g., et h0). The implementation is agnostic to upper antp the coding gain, rather than the Coding+MAC gain. The
lower layer protocols, and can be used by various protocaliengestion control protocol, built into TCP, naturally wtags
including UDP and TCP. the input rate at the bottleneck to its draining rate. When

(c) Routing: Our testbed nodes run the Srcr implement:{pu'tiple long-lived TCP flows get bottlenecked at the same
tion [32], a state-of-the-art routing protocol for wiretemesh 'OUter, the senders back off and prevent excessive drops,

networks. The protocol uses Djikstra’s shortest path étgor leaving only pure coding gains.

on a database of link weights based on the ETT metric [32].2) UDP Flows: We repeat the above experiments with UDP
The router output queue is bounded at 100 packets. and evaluate the throughput gains. Fig. 7 plots a CDF of the
(d) Hardware: Each node in the testbed is a PC equippddDP gain with COPE for the Alice-and-Bob, the “X”, and
with an 802.11 wireless card attached to an omni-directiorthe cross topologies. The figure shows that the median UDP
antenna. The cards are based on the NETGEAR 2.4 &tfyroughput gains for the three topologies are 1.7, 1.65, and
GHz 802.11a/g chipset. They transmit at a power level of IB5 respectively.

dBm, and operate in the 802.11 ad hoc mode, with RTS/CTSInterestingly, the UDP gains are much higher than the
disabled as in the default MAC. TCP gains; they reflect the Coding+MAC gains for these
toy topologies. Recall fronglV that the coding gain arises

udpgen [42] to generate UDP traffic, artd cp [43] to gener- purely from the reduction in the number of transmissions

ate TCP traffic. We either use long-lived flows, or many short@chieved with COPE. Additionally, coding compresses the
flows that match empirical studies of Internet traffic [44J5], bottleneck queues, preventing downstream congestedrsoute

i.e., they have Poisson arrivals, and a Pareto file size Wigh {70M dropping packets that have already consumed bandwidth
shape parameter set to 1.17. and producing a Coding+MAC gain. I§1V, we have shown

that the theoretical Coding+MAC gains for the above toy
. topologies are 2, 2, and 4 respectively. These numbers are
B. Metrics i '
fairly close to the numbers we observe in actual measuresnent
Our evaluation uses the following metrics. One may wonder why the measured throughput gains are
e Network Throughputthe measured total end-to-end datamaller than the theoretical Coding+MAC gain bounds. The
throughput, i.e., the sum of the data throughput of all flonOR headers add a small overhead of 5-8%. However, the
in the network as seen by their corresponding applicatiordifference is mainly due to imperfect overhearing and flow
The overhead incurred by the extra coding headers/contedymmetry. Specifically, the nodes do not overhear all trans
packets is therefore taken into account. mitted packets. Further, some senders capture the wireless

(e) Traffic Model: We use a utility program called
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(a) TCP gain in the Alice-and-Bob topology (b) TCP gain in ¥wopology (c) TCP gain in the cross topology
Fig. 6—CDF of throughput gains obtained with COPE, for long-lived TCP flows.
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(a) UDP gain in the Alice-and-Bob topology (b) UDP gain in %eopology (c) UDP gain in the cross topology
Fig. 7—CDF of throughput gains obtained with COPE, for UDP flows.

0.5

Loss rate with TCP ——

channel sending more traffic in a particular direction, viahic 04
reduces coding opportunities and overall gain. o x

Average Queue Size at bottleneck
0.2

In practice, traffic is a combination of congestion-cori&dl 02 os /

and uncontrolled flows. Further, most TCP flows are short- T Tt s h 1 T Tt s m 1
lived and do not fully exercise congestion control durings o of VA rettes o of VA retes
start.Thus, one wo_uld expec_t COPE'’s gains to be higher th%]_ 8—End-to-end loss rate and average queue size at the
those observed with long-lived TCP and lower than thos@ttienecks for the TCP flows in the testbed. Loss rates are as
observed with UDP. Indeed, we have run experiments falgh as14% even after 15 MAC retries; TCP therefore performs
the Alice-and-Bob scenario with short-lived TCP flows wittpoorly. The queues at the bottlenecks almost never build up
Poisson arrivals and Pareto transfer size. Depending on fR&HIting in very few coding opportunities and virtually no gains.
flow inter-arrival times, the measured throughput gainsyvar

between the coding gain and the Coding+MAC gain.

Loss Fraction
Average Queue Size
N

MAC retransmissionsThese experiments have COPE turned

D. COPE in an Ad Hoc Network off. Even after 15 MAC retries (the maximum possible) the

How does COPE perform in a wireless mesh networkPCP flows experience 4 loss. As a result, the TCP flows
We have advocated a simple approach to wireless netw@idfer timeouts and excessive back-off, and are unablenipra
coding where each node relies on its local information tedket Up and utilize the medium efficiently. Fig. 8 plots the averag
coding opportunities, and when possible XORs the apprapridlueue sizes at the bottleneck nodeBhe bottleneck nodes
packets. However, it is unclear how often such opportusiti@ever see enough traffic to make use of coding; most of their
arise in practice, and whether they can be detected using ofime is spent without any packets in their queues or just a
local information. Thus, in this section, we run experingeont  Single packet. Few coding opportunities arise, and henee th
our 20-node testbed to gauge the throughput increase mavigerformance is the same with and without coding.
by COPE in an ad hoc network. Collision-related losses are common in wireless networks

1) TCP: We start with TCP flows that arrive according t and recent work h_as studied thgw deb|I|tat|ng_ effect on
. : : P [46], [47]. Making TCP work in such a setting would
a Poisson process, pick sender and receiver randomly, an%

transfer files whose sizes follow the distribution measwad IMply solving thg collision problem; such a solution is bago
the scope of this paper.
the Internet [45].

Surprisingly, in our testbed, TCP does not show any signifi- Would TCP be able to do better with COPE if we eliminated

. o .
cant improvement with coding (the average gain is 2-3%). TI?Cg"'S'OH related losses? We test the above hypothesiseby p

culpritis TCP’s reaction to collision-related losses. fiehare a Grming the foIIowmg ex'perlment. We compress the topology
. f the testbed by bringing the nodes closer together, so that
number of nodes sending packets to the bottleneck nodes, hu o : o .

they are within carrier sense range. We artificially impdse t

they are not within carrier sense range of each other, iiagult routing graph and inter-node loss rates of the original

in the classic hidden terminals problem. This creates ma Y e intuition i o .
L . i e intuition is that the nodes are now within carrier sense
collision-related losses that cannot be masked even wéh t

maximum number of MAC retries. To demonstrate this poinit9€ and hence can avoid collisions. This will reduce the
) P &/ss rates and enable TCP to make better use of the medium.

we repeat the TCP experiments with varying number of MA e repeat the above experiment with increasing levels of
retransmissions with RTS/CTS enabled. Note that disabling P P 9

RTS/CTS exacerbates the problem further_- Fig. 8 plots thle en 1The few nodes connecting the two floors are where the flowssiect
to-end loss rates for TCP flows as a function of the number oy are main bottlenecks in our testbed.
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Fig. 11—Percentage of packets coded in the testbed due to
0.6 ‘ ‘ ‘ ‘ guessing, as a function of offered load, for the set of expenients
1 15 2 25 3 in Fig. 10.
Offered load in Mb/s
Fig. 9—COPE provides 38% increase in TCP goodput when the 60 ‘
Coded packets &

testbed topology does not contain hidden terminals. 5 |
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s L T Fig. 122—Distribution of number of packets coded together in the
T L test bed at the peak point of Fig. 10.

Network Throughput in Mb/s
w

e 2 4 6 8 10 12 14 26 18 20 2 2 (below 2Mb/s), coding opportunities are scarce, and COPE
Offered load in Mb/s . . .

performs similarly to no coding. As demands increase, both
Fig. 10—COPE can provide a several-fold 8-4x) increase in the N€twork congestion and the number of coding opportunities
throughput of wireless Ad hoc networks. Results are for UDP increase. In such dense networks, the performance without
flows with randomly picked source-destination pairs, Poissn coding deteriorates because of the high level of contergiwh
arrivals, and heavy-tail size distribution. consequent packet loss due to collisions. In contrast,ngpdi
reduces the number of transmissions, alleviates congestio
and consequently yields higher throughput.

congestion obtained by decreasing the inter-arrival tiroks It is interesting to examine how much of the coding is due

the TC.P flows. Fig. 9 plots thg network TCP goodput wit guessing, as opposed to reception reports. Fig. 11 plots
and without COPE as a fun(_:tlon .Of the demand_. For SMatle percentage of packets that have been coded because of
demands_,_COPE offers a slight |mprovem(_ant since COdII%Jessing for the experiments in Fig.10. It is calculated as
opportumues are scarce. As th.e. dgmands InCrease, netw ws: If n packets are coded together, and at nkgsackets
congestion gnd coding oppprtu_mﬂes increase, Ieadlnggtmgln could be coded using reception reports alone, then k
goodput gains. As congestion INcreases beyond a certaih le ackets are considered to be coded due to guessing. The figure
the throughpgt levels .Oﬁ’ reflecting the fa(_:t that_t_he naiwo shows that the benefit of guessing varies with demands. At low
has reached its capac_:lty and _cannot sustain additional md demands, the bottleneck nodes have small queues, leading to
Its peak,_COPE provides %lmprove_mgnt over no c_odlng. short packet wait time. This increases dependence on gugessi
The medium loss rates after retransmissions are negllgmle because reception reports could arrive too late, after the
TCP. f!OWS are therefore e}ple to use the me"“““? EEﬁ'C'enﬂb’ackets have been forwarded. As demands increase, theqjueue
providing coding opportunities and throughput gains. at the bottlenecks increase, resulting in longer wait times
2) UDP: We repeat the large scale testbed experiments wighd consequently allowing more time for reception reports
UDP. The flows again arrive according to a Poisson proce#s, arrive. Hence, the importance of guessing decreases. As
pick sender and receiver randomly, and transfer files whodemands surge even higher, the network becomes significant!
sizes follow the distribution measured on the Internet [45§ongested, leading to high loss rates for reception reports
We vary the arrival rates of the Poisson process to contidence, a higher percentage of the coding decisions is again
the offered load. For each arrival rate, we run 10 trialshwitmade based on guessing.
coding on and then off (for a total of 500 experiments), and Let us now examine in greater detail the peak point in
compute the network throughput in each case. Fig. 10, which occurs when demands reach 5.6 Mb/s. Fig. 12
Fig. 10 shows that COPE greatly improves the throughpsihows the PDF of the number of native packets XOR-ed at the
of these wireless networks, by a factor of 8eh average. The bottleneck nodes (i.e., the nodes that drop packets). Theefig
figure plots the aggregate end-to-end throughput as a imctshows that, on average, nearly 3 packets are getting coded
of the demands, both with COPE and without. At low demandsgether. Due to the high coding gain, packets are drained
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throughput.
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Fig. 13—COPE's throughput gain as a function of the ratio of
uplink to downlink traffic at in a congested meshaccesaetwork.

We study the effect of capture on COPE by intentionally
much faster from the queues of the bottleneck nodes. Tegessing the links in the Alice and Bob topology. We set it

result is an average throughput gain of 8-4 up such that both Alice and Bob are equidistant from the
router, and compute the total network throughput. We then
E. COPE in a Mesh Access Network gradually move Alice’s node away from the router, and repeat

There is growing interest in providing cheap Internet ascel!® experiment and the measurements. _
using multi-hop wireless networks that connect to the rést o F19- 14 shows the network throughput as a function of
the Internet via one or more gateways/access points [1], [4§ﬂe ratio of Alice’s and Bob’s distance to the route_r. It also
[49]. We evaluate COPE in such a setting, where traffic f'0Ws the percentage of coded packets andatineess index
flowing to and from the closest gateway. We divide the nod§§Mputed as the ratio of Alice’s throughput to Bob's. As &lic
in the testbed into 4 sets. Each set communicates with tR@ves further away, Bob increasingly captures the channel,
Internet via a specific node that plays the role of a gatewd§ducing faimess, coding opportunities, and the aggeegat
We use UDP flowg,and control the experiments by changing'€twork throughput. Interestingly, without coding, fass and
the ratio of upload traffic to download traffic. Fig. 13 ploket efficiency are conflicting goals; throughput increases & th
throughput gains as a function of this ratio. node with the bet_ter channel capt.ures the medium qnd .sends

The throughput gain increases as the fraction of uplifi full blast. Coding, however, aligns these two objectives
traffic increases. When the amount of uplink traffic is smalincreasing fairness increases the overall throughput ef th
gains are correspondingly modest; around B%. As uplink network.
traffic increases, gains increase to%.0COPE’s throughput
gain relies on coding opportunities, which depend on the VIII. DISCUSSIONAND CONCLUSION
diversity of the packets in the queue of the bottleneck node.Finally, we would like to comment on the scope of COPE.
For example, in the Alice-and-Bob topology, if only 10% ofThe present design targets stationary wireless mesh nledyor
the packets in the bottleneck queue are from Alice and 90&here the nodes are not resource-constrained. More géneral
from Bob, then coding can at best sneak Alice’s packets out @®PE can be used in multi-hop wireless networks that satisfy
Bob’s packets. Hence, as the ratio of uplink traffic increasehe following:
the diversity of the queues at bottlenecks increases, maréMemory:COPE’s nodes need to store recently heard packets
coding opportunities arise, and consequently higher @iinput  for future decoding. Only packets in flight are used in

gains are obtained. coding; there is no need to store packets that have already
. reached their destination. Consequently, the storagereequ
F. Fairness ment should be slightly higher than a delay-bandwidth

The access network experiment above illuminates the effectproduct. (For e.g., an 11 Mb/s network with a 50ms RTT
fairness has on coding opportunities. An important sourfice o has a delay-bandwidth product of 70 KB.)
unfairness in wireless networks is the comparative qualisy Omni-directional antennaOpportunistic listening requires
of the channels from the sources to the bottleneck, usuallyomni-directional antennas to exploit the broadcast priyper
referred to as theapture effectFor example, in the Alice and e Power requirementsOur current design of COPE does not
Bob experiment, if the channel between Alice and the routeroptimize power usage and assumes the nodes are not energy
is worse than that between Bob and the router, Alice might belimited.
unable to push the same amount of traffic as Bob. AlthoughThe ideas in COPE may be applicable beyond WiFi mesh
the 802.11 MAC should give a fair allocation to all contersjernetworks. Note that COPE can conceptually work with a
the sender with the better channel (here Bob) usually captugariety of MAC protocols including WiMax and TDMA. One
the medium for long intervals. The routing protocol tries tenay envision modifying COPE to address the needs of sensor
discount the capture effect by always selecting the strongsetworks. Such a modification would take into account that
links; but in practice, capture always happens to some éegrenly a subset of the sensor nodes is awake at any point of
2As mentioned earlier, in the uncompressed testbed, TCPshattlexces- time and can participate in onortumSth Ilgtenlng. Senso
sively because of collision-based losses from hidden teasj and does not Nodes may also trade-off saved transmissions for reduced
send enough to fully utilize the medium. battery usage, rather than increased throughput. Additiygn
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COPE may be useful for cellular relays. Deploying cellulan7)
base stations is usually expensive. A cheap way to increase
coverage is to deploy relay nodes that intervene between
mobile device and the base station [50], creating a mulpi-ho
cellular backbone. COPE would allow cellular relays to us[?g]
the bandwidth more efficiently. Indeed, after the publmati
of COPE, we have learned that Ericsson has independently
proposed a design for cellular relays with a subset of COPE’s
functionality, where the cellular relay XORs only duplexviig [21]
as in the Alice-and-Bob scenario [50]. This scheme can be
extended to make full use of the ideas embedded in COPH?22|
Our community knows a few fundamental approaches tl]%]
can improve wireless throughput, including more accurate ¢
gestion control, better routing, and efficient MAC protaol
We believe that COPE is an important step forward in ol
understanding of the potential of wireless networks beeaus
it presents a new orthogonal axis that can be manipulatéél
to extract more throughput; namely, how to maximize the
amount of data delivered in a single transmission. This (5]
coding, which is an old theme, traditionally used at the
physical and application layers. But COPE and a few oth@rn
recent projects [16], [51] introduce coding to the networki
community as a practical tool that can be integrated wilf8l
forwarding, routing, and reliable delivery.
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APPENDIX

A. Proof of Lemma 4.1

Proof: We first prove the upper bound of 2. Note that if th
intermediate node codé$native packets together, these packets hay
to be toN different next-hops, by the coding rule 6fil(b). In the
absence of opportunistic listening, the only routing nbihthat has
a packet is the previous hop of that packet. Suppose therietbate
hop codes> 2 packets from the same neighbor. All other neighbor
must have< N — 2 packets in the encoded packet, which violate
the coding rule. As a result, the intermediate hop can codecst
one packet from a neighbor. Without opportunistic listepithis is
the only native packet in the encoded packet that this neighbs.
Invoking the coding rule, this implies that the intermedi&iop can
code at most 2 packets together. This implies that the tataiber
of transmissions in the network can at most be halved withingpd
for a coding gain of 2.

Indeed, this gain is achievable in the chainNbfinks in Fig. 3(a).
This topology is an extension of the Alice-and-Bob exampleere
N = 2. The no-coding case requires a total & Bansmissions to
deliver a packet from Alice to Bob, and vice-versa. On thesptiand,
in the presence of coding, each of tRe- 1 intermediate nodes on the
path can transmit information simultaneously to neightmmseither
side by coding the two packets traversing in opposite doast for
a total of N + 1 transmissions. The coding gain in this casﬁ
which tends to 2 as the chain length grows.

B. Proof of Lemma 4.2

Proof: We assume that the network uses the 802.11 MAC, whig
allocates a fair share to all active nodes. As proved abovehé
absence of opportunistic listening, a node can code at mpatkets
together. Hence, a bottleneck node can drain its packetssatnvice
as fast, bounding the Coding+MAC gain at 2. This gain is actde
even in the simple Alice-and-Bob experiment as explainedvab
(longer chains result in the same Coding+MAC gain). |

C. Proof of Lemma 4.3

Proof: Consider the wheel topology with radiusin Fig. 3(d)
with N nodes uniformly placed on the circumference, and one no
at the center of the circle. We assume that the nodes use th#130
MAC, which allocates a fair share of the medium to all nodes
Assume that when a node transmits, all other nodes in théecir
overhear this transmission, except for the diametricgtlpased node
(i.e., the radio range isr2— ¢, wheree =~ 0). Suppose now that
there are flows between every pair of diametrically opposedes.
Note that nodes on either end of a diameter cannot commaenic
directly, but can communicate using a two-hop route throtigh
middle node. In fact, this route is the geographically skstrroute
between these nodes. In the absence of coding, a single ftpires
1 transmission from an edge node, and 1 transmission frommitiéle
node. This adds to a total of 1 transmission per edge node,
N transmissions for the middle node, across all packets.eSihe
MAC gives each node only ﬁ— share of the medium, the middle
node is the bottleneck in the absence of coding. However, EOP
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