## Homework 6

Lecturer: Ronitt Rubinfeld

1. Say that $f_{1}, f_{2}, f_{3}$, mapping from group $G$ to $H$, are linear consistent if there exists a linear function $\phi: G \rightarrow H$ (that is $\forall x, y \in G, \phi(x)+\phi(y)=\phi(x+y))$ and $a_{1}, a_{2}, a_{3} \in H$ such that $a_{1}+a_{2}=a_{3}$ and $f_{i}(x)=\phi(x)+a_{i}$ for all $x \in G$. A natural choice for a test of linear consistency is to verify that

$$
\operatorname{Pr}_{x, y \in_{r} G}\left[f_{1}(x)+f_{2}(y) \neq f_{3}(x+y)\right] \leq \delta
$$

for some small enough choice of $\delta$.
(a) Assume $G, H$ are Abelian. Show that $f, g, h$ are linear-consistent iff for every $x, y \in G$ $f(x)+g(y)=h(x+y)$.
(b) Let $G=\{+1,-1\}^{n}$ and $H=\{+1,-1\}$. First note that since $a_{i} \in\{+1,-1\}$, then linear consistent $f_{i}$ must be linear functions or "negations" of linear functions. We refer to the union of linear functions and the negations of linear functions as the affine functions. In class we expressed the minimum distance of $f$ to a linear function. Express the minimum distance of a function $f$ to an affine function.
(c) Show that if $f_{1}, f_{2}, f_{3}$ satisfy the above test, then for each $i \in\{1,2,3\}$, there is an affine function $g_{i}$ such that $\operatorname{Pr}_{x \in_{r} G}\left[f_{i}(x) \neq g_{i}(x)\right] \leq \delta$.
(d) (Extra credit) Show that there are linear consistent functions $g_{1}, g_{2}, g_{3}$ such that for $i \in\{1,2,3\}, \operatorname{Pr}_{x \in_{r} G}\left[f_{i}(x) \neq g_{i}(x)\right] \leq \frac{1}{2}-\frac{2 \gamma}{3}$ where $\gamma=\frac{1}{2}-\delta$.
2. Dictator functions, also called projection functions, are the functions mapping $\{+1,-1\}^{n}$ to $\{+1,-1\}$ of the form $f(x)=x_{i}$ for $i$ in $[n]$.
Consider the following test for whether a function $f$ is a dictator: Given parameter $\delta$, the test chooses $x, y, z \in\{1,-1\}^{n}$ by first choosing $x, y$ uniformly from $\{1,-1\}^{n}$, next choosing $w$ by setting each bit $w_{i}$ to -1 with probability $\delta$ and +1 with probability $1-\delta$ (independently for each $i$ ), and finally setting $z$ to be $x \circ y \circ w$, where $\circ$ denotes the bitwise multiply operation. Finally, the test accepts if $f(x) f(y) f(z)=1$ and rejects otherwise.
(a) Show that the probability that the test accepts is $\frac{1}{2}+\frac{1}{2} \sum_{s \subseteq[n]}(1-2 \delta)^{|S|} \hat{f}(S)^{3}$.
(b) Show that if $f$ is a dictator function, then $f$ passes with probability at least $1-\delta$.
(c) Show that if $f$ passes with probability at least $1-\epsilon$ then there is some $S$ such that $\hat{f}(S)$ is at least $1-2 \epsilon$ and such that $f$ is $\epsilon$-close to $\chi_{S}$.
(d) Why isn't this enough to give a dictator test? (i.e., what nondictators might pass?) Give a simple fix.
3. Consider the following graph-based linearity test. Let $G=(V, E)$ be a graph on $k=|V|$ vertices and let $f:\{ \pm 1\}^{n} \rightarrow\{ \pm 1\}$ be given.

- Sample $x_{1}, \ldots, x_{k} \in_{R}\{ \pm 1\}^{n}$
- Query $f\left(x_{i}\right)$ for all $i \in[k]$ and $f\left(x_{i} \odot x_{j}\right)$ for all $(i, j) \in E$ where $x_{i} \odot x_{j}$ denotes the coordinate-wise product of $x_{i}$ and $x_{j}$.
- Accept if and only if $f\left(x_{i}\right) f\left(x_{j}\right)=f\left(x_{i} \odot x_{j}\right)$ for all $(i, j) \in E$.

Note that if $f$ is linear, then this graph-test always accepts.
(a) Prove that: For all $S \subseteq E$ such that $S \neq \emptyset$, then

$$
E\left[\Pi_{(i, j) \in S} f\left(x_{i}\right) f\left(x_{j}\right) f\left(x_{i} x_{j}\right)\right] \leq \max _{\alpha}|\hat{f}(\alpha)|
$$

(b) Conclude that the probability that the above graph-test accepts is at most

$$
\frac{1}{2^{|E|}}+\max _{\alpha}|\hat{f}(\alpha)|
$$

