
Lecture 16 :

Hypothesis Testing



Some Problems : (Given samples ofp ) Complexity ( in terms of
- n-

- IDI)
'

is p
-

- qle.gg -

- UD rn

or E - far from q

is p E - close to q I

login
or E - far from

q
(Given samples of q) is f- of pits

or p E- far from q

(Given samples of q) is p e - close to q tog .
or e - far from q

is p monotone Tn
or E - far from monotone

is p e - close to monotone nllogn
or E - far from monotone



Other problems considered :

estimate entropy , support size
independence ?

represented well via K- histogram ?

monotone hazard rate

@

•

•



A useful tool :

Given: a collection of distributions ( via complete description) H

(2) samples of p
such that I QEH for which distlp,q) is small
-
It contains a good approx top ⇐ strong

assumptionGoal : Output HEH sat
. distlph) small

Question :

How many samples needed in terms of 194 t domain size ?

Is this the same as testing closeness
,
uniformity ?

No !
} " "s guaranteed to

Do lower bounds apply ? be close to some geht



What we want '

.

Given high , explicit
p via samples

procedure that outputs hi that is closer to p

what if both are roughly some distance ?

maybe either one rs ok ?

Or maybe not
. . .

More general Goal :

Given set of hypotheses H
t p via samples

find he H closest top



Find best hypothesis via
"

tournament " ?

h
,

h
,

h
,

ha
, he ha - -

' hmu
,
hm

x x x x"

Iii:c:c: e ! V.at
each →

phase X
→ a

\
.

⑧

'

@

• Need stronger8 go

I guarantee !
overall winner

maybe p=h .
Hp- hall

,

-

-
E th

,

"

wins
"

then " p - hzll , -- 2e th,
"

wins
" } overall winner could be Ollogn . e)

then Hp - hgh ,
=3 , oh

,
"

win,
"

far from best hypothesis?

•

:



• won't use simple tournament ← instead compare every pair

• will add notion of " tie "

Output hypothesis that wins or ties

every
match

( hopefully there is one
,
t it is the

right one)



A- "sub tool
"

for comparing two hypotheses :

The given a sample access to
p

(2) hi , ha hypothesis distributions (fully known to algorithm)
(3) accuracy parameter E

'

,
confidence parameter 8

'

then Algorithm
"

choose " takes Ollogltg)/( e't) samples + outputs
heth

, ,hB satisfying :

if one of hi
,
ha has Ilha. - pH ,

< E
'

then with prob Z l - d
'

, output hj has Hhj - pllickd

e-
e.g .
712 El

ie
.

if both high, far
,

no guarantees
it one E'close tone really far , will output e' close} ifqgatwifeasotufpn.fi
if both lose then output 12¥- close hypothesis

hypothesis pretty close hypothesis
T

e.g . One is c
'
- close

other is shod - close

getting kind of complicated just to specify



Actually a bit stronger :

The p given via samples
hyhz fully known t p

is E
'
- close toatleast-neofh.be

egg
'

given

Algorithm
" choose " takes 011dg # ( TY ) samples + outputs htlhyhfs.chthat :

4) If he. more than HE
'
- far from p , unlikely to output hi as winner
- -

very bad se
- mkH2 Er tie

(2) If hi more than we
'

- far from p, unlikely to output ha. as winner
w gnot that might tiebad

but wont
win

can use E
'

fo ?



Proof of sub tool :

idea : ugh ,
is e. dose +op

r
. cahi%imin%iii%sewqsmamp

if h
,

is toe
'
- close top , then ok to output

"tie " or either hyhz as
"

winner
"

else
,
if ha is not IOE

'
- close to p but is the

'
- close

,
ok to "tie

"

or output h , as
"

winner
"

else ha is 12 d- far from P t HE '
- far from h ,

so samples from p will fall in
" difference" between 4th ,
a will output hi
-QQ.hn: si

::S: ::: . ":::*:L:
✓ does p assign prob to A more like h

,
or ha ?

A ( here you use samples)



ysamptesg explicit description
Algorithm Choose : Input p , hi , ha

First some definitions : #\#h!
A -- Ext h.hn > haul}
-

a
,

= h.CA) ← red t blue areas A

ay
-

- hath ← blue area

green area = red area = 9-92
will give
factor of → note 11h

,

- hall , --2(a ,- ad 4- dist green
+ red = 2. red

2 in constants

1
.

if a
,
- a
,
ESE

'

declare
"

tie
"

a return h
,

in

£4 distance ( no samples needed)

2
. draw m -- 2 log 't ' samples Sir . Sm from

p

*
3
.
L ← Im I { il sie ASI } it p

-

-hi
,
ECD -

- a
,

another →
4 . if d > a

,

- gel return h
,

it P
-

- ha , E[dT=az

additive else if d cast } E ' return hz
error in

constants else declare ' 'tic " t return h
,



Algorithm Choose :
why does it work ?

• h
,
or ha is E

'
- close to A (given) A -- 9×1 h.li > haul}

a
,

= h.CA)
• If "

tie
"

in step 1 :
as

-

- him

h
,
th
,

are IOE
'
-dose ( note L

,
dist -- 2 ( q - ah) note 11h

,

- hall ,
-

- Ha
,
- ad

⇒ both are e ne
'
- close to ft l

.

if 9- as E se
'

declare
"

tie
"

a return h

( no samples needed)

so
"

tie
"

is ok 2
. draw m -- 2 log 't ' samples Sir . Sm from

p

Et

• Otherwise reach step 2 : 11h
,

- hall
,

- IOE
' ( a ,

- as > 5C
' ) 3

.
L ← Im Isil sie ASI

4 . if a > a
,

- Zad return h
, §else if daaztzae ' return ha

else declare ' ' tie " t return h
,Nif p=h , ,

ECD -_ a
,

it p
-

- ha , ECdJ=a2

Xan! ÷÷;÷: ;:iaa
.

blue area = a
,

- blue t red area = a
,

A



Algorithm Choose :
why does it work ?

• h
,
or ha is E

'
- close to A (given) A -- 9×1 h.CN > haul}

a
,

= h.CA)

• If
"

tie
"

in step 1 , algorithm does right thing as
-

- halal

note 11h
,

- hall ,
-

- Ha
,
- ad

• Otherwise reach step 2 : 11h
,

- hall
,

> IOE
' ( a ,

- as > 5 E
' ) l

.

if a
,
- a. E se

'

declare
"

tie
"

a return h

( no samples needed)

2
. draw m -- 2 log 't ' samples Sir . Sm from

p
Eld) ± Pre.pk c- A ] PCA) q,

assume ( Chernoff) that with high prob H - ECD.IE I 3
.
L ← Im I { il sie ASI

2

h
, assigns a

, weight to A 4 . if d > a
,

- Ze' return h
, §ha " A

,

"
"

A else if daaztzae ' return ha
else declare ' ' tie " t return h

,

if p is E
'
- close to hi

, assigns za .

- E
'

weight µto A
if p=h , ,

E- [D= ai

f L z a
,

- E
'
- EL = a

,
- 312

"

retw it p
-

- ha , ECdJ=a2

'" " " " " "

ha
,

"

a. aate
'

weight tox. ftp.sreef.a;÷ ;!! :c::
"'

blue area = a
,

& L E Azt E't Iz e Az t 31L *thp I bluet red area = a
,



The cover method - a method for learning distributions
-

def
,

C is an

"

E - cover
"

of D if tf PED
T T F ge

C
'd

sit
. Hp -ghee

smaller big set
set of of distributions

distributions

why useful ?

hopefully C is much smaller than D
,

allows us to approximated
note C not unique

Tim F algorithm , given PED, which takes

big → Oltzalog ICI ) samples of p t outputs he C.
&

improvement : sf
.

11h - pH ,
a- be with prob > ToVhionbnd over

siuofc not 8 !



Tim F algorithm , given PED, which takes

Oltzalog ICI ) samples of p t outputs he Cdt
st

.

11h - pH ,
I be with prob Z fo

¥
'

since PED ,
I g. C- CD it

. Hp - ghee
( could be more than one)

g
run

"

Choose
"

on p
with every pair of. ,qzfC

it best
go, doesn't win all of its " matches" then it ties

with others that are
not so bad

if q
'
is 7- be - far from p, then Z EYE - far from best for ,
⇒ loses to fort

so all surviving q are Ese - close to best gop, ⇒
⇐ GE - close to p .

Need all matches to give correct output - union bound on
matches



Applications :
Example 1 : learning distribution of a coin

domain = { 0,13
need to learn bias

Here D= #
← biggies of

if use C = { 0,4¥
,

. . . ,¥
,
13

then t bias p ,
let Eep# if

then picking f -- Ia gives Hp - pill , # z
k

so using K -- ELE) gives Hp - pH , EE
ICI =kH # samples needed by cover method is

= feel Oltilog 'd



Example 2 : 2 - bucket distributions

is
now need to specify 2 and B ,

so C -

- { LI
,

I i. jt Eo , . . . ,k5} 9 E n

'

2

14=04117
# samples is Oltilogtz)

Example 3 : monotone distributions

Birge ⇒ C = { ( it . . .

, ligia
,

. . .

Hook's}
ICI = ( Thynne) ⇒ # samples is Offs log n byte)


