
Lecture 3 :

• Estimate average degree
- recap
- 2 - approximation
- Ite - approximation



Estimating. the average degree of
a graph
-

def Average degree d-=¥d
h

Assume : G simple ( no parallel edges, self- loops)

Icn) edges (not
" ultra - sparse

")

Representation via adj list + degrees :

• degree queries : on v return dlv )

• neighbor queries : on lyj
) return jth
nbr of V



Naive sampling :

Pick Ol ? ?) sample nodes vi. Vs

output are degree of sample :

Is § dlvil

Straightforward Chernoff Ittoeffding needs Itn) samples

lower bound ?
dal dial . .

. dint

0/010417,010147 need Slu) samples to
find

" needle in haystack
"

-
not a possible degree sequence ! !

n-HllliIlIT is possible



Some lower bounds :

"
ultrasparse

"

case :

O edges vs
.

I edge

need Itn) queries
to distinguish

⇒ multiplicative approx needs Sdn)

are deg 22 :

n - cycle d-=L
OF}
¥0

VS .

n - c. rn cycle d- rate 10-9
+ Crn - clique

9¥ ¥3

need rink) queries to find

clique node



Algorithm idea :

group
nodes of similar degrees

estimate average wlin each
group

why does this help ?

recall Chernoff :

X
,
- " Xr iid Xie Coit]

S -- I. Yi p
-

- Ecxi] -- ECHR
- rlrp8)

Then Pr[ If - plz Spoke
⇒

r needs to be

rife
lets assume of is a constant

bet if bedeglitecitdb Xi needs to be in [on]

can set ×,←
degli so if Xicdegi)
(Hdb {

⇒tharp
can be as small as th

then p ? T.ie needs. to be Nypl -- Rcn)
⇒ rneedstobeonlyl.li ) . Much better! ! !



+ each group
has handed variance

- doesn't work for arbitrary *'s

why here ?

Bucketing
-

:

set parameters f- I
t= Ollognk) # buckets

Bi -- { v1 ( HB)
"'s dlr) E ( Hpi }
for ie { o , . - i , Lt

-D}

( can add bucket for deg O nodes

or

* Tassone none )

not " total degree of nodes in Bi

Ctp)
" 't Bite dB

,

e ( It B)it Bit



total degree of graph :

§LHfI" Bit 's data, Eilttflilts!

q.li/kgifsampkjFirst idea for algorithm : tells in bucket
O O. W -

• Take samples of nodes
• Sie SAB; ( samples that fall in ith bucket)use degree queries to

determine) c
• estimate Bil :

now, e =Eif=E%]
pie Isil ist

ist '

- 1¥ . Hint
• Output ? Pil 't B)

"'

← undercounting

Problems :

iiissf.IS#small , will need lots of

samples to approxflies
come from Bist

. IB! is small



ea¥ :
o o °

###**
← '

each"%gn⇒
O O O O O O O O O O ← n - 3 nodes

each deg 3

A ← i sit . ( ITB)
"

Es 3 E ( HB)
"

b ← i sit
. ( Itf)

" '
s n- z e ( it B)

i

V-C-ta.io/Bd=olBal--n-31Bjl=z} both contribute

x.3) is edges
-

but these are not likely to be sampled

still
, maybe good enough
for 2- approximation ?

Next idea :

Use
"

O
"

for small buckets



Old algorithm : New algorithm :

• Take samples . Take samples (how big ? )

• Sie SAB; • Sie SABI

ie. " t.es:÷÷÷i÷÷÷÷i. "1st
use pie Isil

• Output §pi( HB)
"'

ist

else pi ← o
i'simak"

II. Output Eipilitpti
"

why far '¥e ?
let 1st = ftp.olylogn.polyte)
then Isil zfEn¥* ⇒ lsilzrlpoblognxpolyte)

⇒ fi ( i -b' BINE PIELHHHNIUhiofbhd
Chernoff for yr GCE)



Why these settings of S ? ( ignore dependence one
for now)

* each bucket that has

at least fraction of nod
should have samples

•

to be able to estimate the

* us:"÷.

' )- we will want to argue that
" small

" buckets represent a very
small fraction of the edges't so

=

it is ok to zero them out

-

remember the clique lower bound

example ? if we set the

"

small
"

threshold to bigger thanten
we might miss lots of edges
( e.g ,

a clique or Th nodes
will have Oln)

"

edges t shouldnt
be missed

,
but represents only In -th

fraction of nodes)



- why is th small enough ?
see later !

* what is " enough
"

samples for

each bucket ?

- we will need to argue that

we are getting good estimatesChernoffbound

of 113in for each big bucket
=

+
union bound

over login buckets

so need prob of having bad estimate
"

f
"

set to Ecton per
bucket

Chernoff will also depend on accuracy

parameter f :{

So if we set S rn rn . poly (E) polyllogn)

we should be more than ok TY -this to satisfy
to get "meetingwhere Chernoff
buckets on

with Ifn fraction union

of nodes
binds



Analysis :
1) Output not too large :

idealistic suppose ti pi
-

- IBNI
,

then §. pi ( Hp)
"
-

- § ( Itp)
"

W

E deg of

⇐d- nodes in B;

realistic suppose ti pie 1131N (Hr) e.g. when
case i is big

⇒ Eipicitpd 's d- ( HH
✓

2) Can output be too small ?

if ti pi -- Isil then ? pilitpj
"

lB ( apt
"

multiply by → 7- ( i - p) ? ( Hpi
( ltplll -pm

zu . d-



by sampling , for big i , pi ? IBNI ( i -r)
for small i ? ? ? ?

How much undercoating ?
divide edges into 3 types

1) big- big : both endpts in counted twice

type big buckets

dekbjm 2) big- small : o.nee.n.dpti.ngbmagbud.at counted once
run

of

algorithm 3) small -small : both endpts in small "

never
" counted

buckets

note : small - small can be
a big problem

big-small only undercounted by a factor of 2



Eixample : 5 nodes
are deg 4
bucket a small

n- 8 4 G -
nodes 5 0,÷÷:i÷l :

''

O 3

: o are deg
°

o
b"÷tb

N-5 0 Small

3. nodes

Total degree : 5. (n- 8) t @ - g) . B t 4-5=84-87+20

are degree Ex 8

algorithm will likely output at



Eixample : 5 nodes New algorithm :
are deg 4

no 4 0 mi
"

. Take samples (how big ? )
nodes 5/0 , nj nj nj

"

j
'

no . Si C- SABI
b O

2÷÷÷l : ÷.
" I .es

:÷:÷÷:÷÷÷÷i."
bucket b

n-5 0 small use pie Isil
3. nodes 1st

else pi ← o
i'simak "

• Output § pi ( Hpt
'

samples : -

:÷÷÷÷÷¥¥!
T I

most nodes
few

,

if any, in these buckets

here ⇒ whp btc are small so likely

Whp pact that PB -
-

4--0

output To 1.5



Good news :

small buckets can't have many nodes

⇒ bound on total # small - small edges

if I Boil > k¥1 then expected size of Si

is z 1st . 113¥
= lsl.2fE.tt 37nF:{none

for
"

big
"

so likely algorithm will
" ' I

decide that i big

Assume for all i
"

small
"

that IBik.FI
Ct

then total # small- small edges
2

± (2¥ . t) -

- Okotoks
w
w

# nodes
# buckets

per
small

bucket



if ignore small - small edges,

they affect approx of d-

by E EIN .
- e

additive factor
assume

⇐ Cte) multiplicative
factors""

First claim :

Algorithm gives factor @ te) -mutt approx
T T

large - small - small -small

underestimated by error

factor 12

Improving further :

need to improve on
"

big - small
"

edges

Festinate of them

t correct for them ?

e.g . by sampling random edges ?



New queries :

random neighbor query (v) :

given V, return random nbrofv

implementation :
1. degree query for

2 , pick random well .vdeglvD
3

. neighbor query tri)

pick (almost) random edge in (big) buotxeti :

pick random edge by sampling nodes
until one falls in bucket i

return random hbr query from that node



Estimate fraction big- small in Bi (big) :

repeat 0148) times

pick random node ut Bi

e.← random nbr of a

set aj to be { I
it e

"big -small "

O Ou W .

Ce is
"

big - big
")

Output di -- average aj

Analysis :
-

easy case : all nodes in Bi have same degreed

Tie # big - small edges in Bi

Pr[ big- small
"

edge q,
in Bi chosen) - u¥itdw ,

Cup ) prob u Luis
only one of Yu big is

chosen output
wlog assume a big given

a chosen

so Prlaj -- D= ECaj2=
d. lBil



general case ! all nodes in Bi have

degrees within ( Hp) factor of each other

B¥tpiEPr[ big-small" edge e in Bichosen] E µ+pgi- i

' Hail ' I÷u+pi}⇒in
estimate to

Ite - mutt factor E[aj]lBil( Itp)
"

to get ET(It E) ( Itf) estimate ;

of via dipilttpm
"

E E[g.) IBIXHPT
undercount
of #

edges in B;



Eixample : 5 nodes
big-big are deg 4

bucket a small
n- 8 4 G -
nodes 5

Q

i:÷÷l9!i¥O O 3

: o are deg
°

o
.

n- 5

bucket b
n-5 0 Small

3. nodes

Total degree : 5. (n- 8) t @ - g) . B t 4.5=86-87+20

ave degree Ex 8

algorithm will likely output at

-

# big - small edges slots : 3. (n-8)

Fraction of

big- big ; y 3Cn =3
,

E[ajJ=¥
over bug-small 54-8) Output l -CHIH.lt?Ia=8



Final Algorithm :

• sample ffhzt) nodes - place ins

- Si ←SAB;
- For all i

if Isil z Tae IICt
use pi

← Isil
1st

for all VES;
" Pick random nbr u of v

' Xlv) ← { f
if u is small

O . W .

g. ← tresilxcv) -431
-

Isil
else use f.

← O

• Output E
targe

Pi
( Itai) lit

i"

T T correction to get
big- big t

other side of

one side of big- small big- small



Where do errors come from ?

estimating fi's 3 mutt HE - factor

estimating di's

small- small edges 3
additive En error


