
LCA for

Maximal Independent Set

(cont .)



Recall from last time

X = description of graphMaximal Independent Set :
↑ = (y ... (n) Sit. Yi = 9 ofnode i in Ms

&e UEV is a "maximal independent set" (MIS) if

(1) u
, 4z

= U (u
, Uz)kE "independent"

2) AweVIU st KUSw3 is independentmal"
G has max degree 1



Recall from last time :

def of is "Local computation algorithm" (LCA)
for a problem It if

· given : probe access to input X

· random bits r

· local memory
· answers queries

to bits/words of

< what if more than one

solution?

yeπ(x) mustbethe

Iternatively
"copies ,

each maybe y =T(X) determined by random bits
many Sygetsorery *

memory of
LCA "wiped" clean between queries

(keep the random bits)

note :

crit
other

· Y queries i, ↓ depend

↑ let
ye output of LCA on i

querieswiped
"

then Yes must be consistent with⑭poverty
a legal solution for input X . (ey .E



Recall from last time

Distributed Algorithm for MIS :

"Luby's Algorithm" (actually a variant... (

· MIS = &

· all nodes set to "live"

· repeat 1 times

~in parallel
· V nodes v

,
color self "red" with prob else "blue"
send color to a nlrs

· ifa colors self red
,

a nother nor ofa

colors self red, then

· add v to MIS

· remove or all nbrs from graph
(set to "inactive")

(For
purposes

of analysis ,
continue to select colors after

removed but don't send to nbrs)

Im Pr[E phases til graph empty280logn] I
E[#phases] is O(logn) = can improve !



Recall from last time :

Minnemma : For live v
,
Pr[V added to MIS in a round to

Lemma = Pr & w live after L rounds
Ee-k

LCA will sequentially simulate v's view of computation
in yOlrounds) = LO(k) time

Reall : Problem : to decide all nodes, need K = Ollogn) (k= 0(blogn)
to sequentially simulate E(logn) rounds,

need &
Oldlogn)

complexity ...

not sublinear in nit
"he(logd



· define

"Luby-status" :

sequentially simulate Luby for K = 0(logo) rounds

at end
,
each VEV is one of

live

in MIS = setselfto raa&
not in Ms = taken out by nbr inMis

·If v is in/not in then done

else or is alive What do we do now ?



Mustions,at
is probability thatI still alive?

Pr[r Inactive) = Pr(survives Elog@) rounds]
for any f

-e-tirlog) I t for proper
Choice of
constant in

very few stay active ! # rounds

· how much work to "finish off" o ?

Reinsight distribution of live nodes !

00
big clumps of surviving nodes in

surviving nodes? small connected

NO ! components

relies on degree bound of graph
=> survival of components independent



LCA for MIS(u) : timesologt
· run sequential version of Loby status (v)
· if it is "injort", output answer thalt

· else
, (1) do BFS to findw's connected ODloysize of

component of live nodes component

(2) Compute lexicographically 1st MIS M' for

that connected component size of

(note that ubrs outside connected component component
are all "out" of MISS

(3) Output whether w "in"fort of M1

what is size
of component?



Bounding size of connected components

Claim After Ologb) rounds
,
connected

components of survivors of size - Olpolylog (0) login

=> can find whole component via BES

"brute force"

total runtime is O (GOlogo logn)

Main difficulty :
· survival ofr neighbors not independent

in a round
· not independent of previous rounds

will show ! (1) any big set has lots of independent events
(2)



Bounding survivors: independence between rounds

some interesting variables..

An = 91 if w survives all rounds

0 O .
W.

By = 9 ! ifFround st ,
e colors selfa

no weNE]
colors self

-
I

Br = 0

might not mean that reMIS

e . g.

ifa inactive due to her being put in MIS

in earlier round

Note : An = 1 => By =

e .g. v survives > Around St
.

r colors self

↓ no weN(r) colors selft
Pr[Br = 1]e (1 - +8) log these events

803 are

m

prob Survia
for =20 independent!



we care about the Ar's
,

but the Bus
have nice independence properties

distance 38

By depends on Bu

2 Bu depends on B2

- but Bud By are

· z independent !&

v 1

i

distance 2 :

Bu B2 depend
on wis coins,

so not independent

dey= => each Bu depends on 82
other Br's



Plan to bound size of connected component:

↓
sizez W B

·

any large con component has lots of thereare lots of

large conn comps !
nodes that are dist =3

-

so independent! 3dowe arto
· these independent nodes are unlikely to

union bound

simultaneously survive overke

w ?

No

Define new graph : the hope ...
nodes in new graph

are independent ?

Let G(3)= graph with
nodes ~Br FVEG

edges ~ BrdBw distance = 3

in G

dey(63))3 hope : represent independent events !!
(but not there yet



G f(z)
What is G(3) ?a e
213) might not even be connected ?

or worse...

nodes in G' could be ubrs in Gothus not
independent?

First
,

Let's simplify conn . comp.

to trees : %
&Observe: # conn comp in G of size w

·

·
[ ·

# size w subtrees in G(3)

why ? map each component (to

arbitrary spanning tree
of

mapping is 11 (but could have

many spanning trees per component)

great ! We are good at counting trees !



Claim For Clive) connected component S in G,

&
(3)

contains tree with vertex set T

as subgraph
111 IT big !

(2) dist(u) = 3 Fu
,
veT Eso independent

G
Pot PickT greedily a

1 . pick arbitrary we
2. repeat until S empty
3

. more v from StoT

remove all u with disty (n,
v)<3

from S
so
(i

4 Pick new node wasI
St

. dist (nu) = 3 for

Some UET

N : for eachr put in T, remove 18 nodes froms

totalremov
a



How big are the remaining components ?

Let s - log
Let YstE T&V/ITI = S

,
all nutT have distE

#G ↓T connected in G13) 3

Pr[JTEYs St
.

all nodes in T survive]

= & Pr[all nodes in Tsurvive] union bad

TEYs

= /Ts) · (t)s
=

(N . (4835) · lots)= see next page
for bound on A trees

(So
, unlikely any size s free survives

=> with prob 22/3 all surviving conn . comp.

have size <(2+1) log>
= O(Blogn)



How many subtrees in a degree bounded graph ?

kownthm # nonisomorphic trees onw nodes 14"
-

ignores names of
nodes froot

(just shape(

or # sizew subtrees in N-nodegraph of degree = D

is < N O YW . DW = N(YD)w considers
- of
- names

nodes ↓

root
Wy?

· choose root in H #choices
· choose size w free (shape) yW
from "known then"

· choose placement in H -D choices forist child

via DFS sequence
1/ (h 2nd step
*

*

*

total # choices : No4W . Dw

= N(4D)w


