
Lecture1

Topics:

· Intro to course
-see slides

↓
·

Approximating diameter of point set

· Sublinear time approximation
of average degree



Estimatingthe
average degree of a graph

2mdef Average degree =degl I

Assume : G simple (no parallel edges, self-loops)

& (n) edges (not
.

"Ultra-sparse")

Representation Via adj list + degrees :

d(v) moder

#
· degree queries :

on v return degly)
· neighbor queries ; on (ii)

return th
6

nbr of v



Estimating Average Degree

Given G = (VE)
20, 1) approximation parameter
Gt(0,1) confidence - lets assume

5 = Yy

Output & st PrCl- = Ed] = 1-8

where = A Laverage degree



Naive sampling :

Pick O(??) sample nodes V... Ys

output are degree of sample :

↳ [dey(vi)

Straightforward Cherroff/Hoeffling needs & (n) samples

lower bound ?

dey(1) dey(a) g de(n)

-0 m0/0 o
need -(n) samples to

find "needle in haystack"
&

not a possible degree sequence!

n+ 1111 I possible



Some lower bounds :

"Ultrasparse" case :

o edges VS
.

I edge

need & (n) queries
to distinguish

=> multiplicative approx needs -(n)

are deg 22 :

n-cycle J= -
US .

n-coun cycle Juatch
+ con-clique

needM(n"2) queries to find

clique node



Warm up: regular graphs

Assume each node has degree

Algorithm : output &bethistoeasy ?
o

Better warmup
: almost regular graphs *

Assume each node has degree
in [* , 100] (so D= =100

#gorithm: notation :

k= 5 In (48) XEnD
means pick

For i I to K do X uniformly
from Set D

· pick we EV

· Xi < deg (v)

Output +y Xi

on



Wow !!

time: 02 Int) =
no dependence
↓ or n

Behavior : What is the expected value of d ?

Claim E[] = i (True even without assumption)

#
E[] = +E[Xi] = E[X]

~

↑
↑ id
lin of
exp

= Endeg(v) = Elect
v +V #

How likely is a Lactual output) to be far from

its expected value?

Claim Pr[ld-l = En] = 1-8

If

Will use following version of Chernoff Bod :

# let Y, Yn be independent random variables

St Yie[01 -Y = T Forbe

Pr[lY-Elis) - b] = 2 · exp(-2b3/k)



so can't use Chernoff
↓

Note : Xis are not in [0 ,1) but are in [0
, 100]

Normalize ! let 2: = Xi then Zi [0 ,1 &**
100

100
let 2 Zi so = EXi = T7Z

i= 1

-

+=E[] = 1E[2]

We have: In- = en 12-E[zT1 = at
↑

E[] = 12-E(z]) = 1 . ad
10 -D
-
-

&
we

want to

Use Chernoff Z's make sure
this

on
isn't likely

with b=
- )

Pr[12-ECzsl = 1 2] = 2 . e
108

- to .K ***
0=

2e A
NEW by
assumption on all

L - degrees = ↳

k=5
- 2

-E= 22



M : it is a lot easier to estimate

averages when the variables

are all within a constant

factor of each other.

*** marks where this assumption
was used.


