
Lecture 2
-

Topics:

· Sublinear time approximation
of average degree

· Estimate number of connected

components



↓

Last time

Estimatingthe
average degree of a graph

2mdef Average degree =degl I

Assume : G simple (no parallel edges, self-loops)

& (n) edges (not
.

"Ultra-sparse")

Representation Via adj list + degrees :

#
· degree queries :

on v return degly)
· neighbor queries ; on (ii)

return th
6

nbr of v



Estimating Average Degree

Given G = (VE)
20, 1) approximation parameter
Gt(0,1) confidence - lets assume

5 = Yy

Output & st PrCl- = Ed] = 1-8

where = A Laverage degree



Last time we saw that "naive sampling"
i

. e
.

Pick O(??) sample nodes V... Ys

output are degree of sample :

↳ [dey(vi)

Does not work so well
, although we did prove

that if all deglu) are in [0 , 1007
e

then constantly many samples are sufficient.
for the naive sampling algorithm

In general , we saw a handwavy argument that

· ((n) time is need to give a multiplicative
estimate for average degree (this used
" Ultrasporse" graphs)

· eloh) time is needed for

estimating average degree, even when

the average degree is >1.

Today we will see the general case
,
o a

different algorithm



GeneralCase : "Order" edges to control outdegree

Our plan :
define total order "2" on nodes :

↑ assume distinct
ID's

def
.

UXv if

·

deg (n) < deg (v)

ora deg (u) = deg(v)
↓ ID(u) < ID(v)

degt(u) = # ubrs ofa st
.

uIv ·

orient edges from small to large , degt(u) counts "out-edges"



Observation & degt(u) = m =A

(since each edge only counted once

instead of twice as in Edeglu)

idea estimate average (degt(u)

problem ?We can

querydegla
benefit : Dow
Lama FreV degth) Em O

&

roof ↑ A

Consider order of his by < %



VIH H
-

Vis ordered . v
, Vy .... Up. V

.. v Un
& n-m+ ->

=->by * edges can only
-

point to

define HEV to be Jam nodes right

with highest rank (degree) wrt2

heavy nodes :
↑ ve H deyt(v) = Em since

S

edges "leaving" v go
to bigger nodes

(which most also be in H

light nodes :
F We VIH

, degt(r) = dey (v)
= Fam :

Why?
if not

, dey (2)
>Win assume

for
contradiction

but all win It have

day (w) = deglt >Em



so total degree [d(u)
- IH) · Im t somethingpositive
un

contribution from A contribution
from UH

> Em -m = 2: m

but sum of degrees = 2. m

->

m
subcontradiction "

Algorithmi
16
k Un of V

for i = 1 to K neighbor

pick VierV - (1)
L

pick Ui Er NIVil
(2)

if Vicki than Xi=2 degh
else XitO

return =

Xi



Question to think about ;

Claim ECXi]= Why the "2" ?

If

E(Xi) =&Pr[w chosen in (1) · EXil 2 chosen inla

=En
:EXilv chosen in 1

=*&Pru chosen in Car chosen ina

XE[Xi/n chosen in 2) + - chosen in(11]
-

if ran

then
= treeN) gar)

· 2 : degle)
X = 2 dey(v)

+ r2u else Xi= 0

= E.[ degt = =
#

But how many samples do we need to

assure that we are close to

expectation ? Here is where we use

graph properties !



def
.

Var[X] = E[X]]- EEXE

Claim Var[Xi] = 4m

# Var[X] ELX]-ELXE[X] Gas
above

=

in FreNgtr) (2 deg(a))um

ru Xi

= dr·de
= Fam key insight

-Zim E deyl

14
·Zi · &

#

2 useful facts about variance !

· Kemmalet Y= where Xis are lid

So can Timportant
reduce by
-> then Var[Y] = E Var[X] but pairwise

variance independence
5 I is goodsampling more

averaging · Chebyshes + : Pr[(X-E[x]) = b] =
Var[X] enough
2



Lemma Pr[ld-a =] = 3/4 &dortpt
If
E[c] = @ by lin of expectation

Var[]E Fam . I
since
= Eld]

↓

Pr[l-1 =] = Pr[l-E[]1 = Ed]

= Vr[]
(e)
-

S

=

Im tk
"

==mik
↑

= Un pick-

4 vm k=In

Ety since Em=
El since

we assumed
=> good estimate with prob = 3/4

How do we improve probability of success?

see Hw0 !


