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Fact :

/ but above fact limits how weird)



"Plug-in Estimate"

Algorithm :
· Take m samples fromp
· EX

,
estimate p(x) by p(x) =

# timesX appears in sample

· if (p(x)-t1 > & reject
else accept

Analysis : (better analyses exist , e .g.
next page

pick m st
. rhpfx(p(x-p(x)) < 3n Cassume this holds

correct
=> llp-p11 , <

in following

behavior so if
p = U ,

test will accept

to show if Ilp-U/l, >22 , likely
to reject,

will show contrapositive :S If test accepts, good approx ↓
test a cepts

↓

by of : If Ip-pll , < +llp-Ull,
then Ilp-U11 ,<23

but how big should m be ?

-(n) ? Corpon collector ? ...



Above algorithm gives good approx in 0(4/24 samples

Tim if m = O(u) ,
Prlp-plly=] = 314

lin
of expectation

(not done in

Lecture) defop +



Let's consider an "easier" problem-Ly-distance

Ihm if s =@li
,
PrC-1plEk]YY

↓ Algorithm is property tester for uniformity under Lidist.



Kagato

} &'s are
GG. independent

} t.is are
not independent

bij← {fito.si?p1e
it g- are equal

Question
②

(pair off samples



Question
③

16 how to pick 8 ? )
Pick 8 = - = EYz

by

/QuestionI



Question D :

Alysis : EC6j] = Pr[bij = 1) = I pla
E(] = H · (2) · E[bij] = Il pllz

Pr2/-1plkp] < Va] Chebyshev

# Var[aX] = a 2 Var[X]

So Var[] = Var[ii]
=2 Var [bij]

↓emma Var [6ij] = 01sIlph)
& Var(i) = 0(Ipl/s)

&of of lemma def Jj = bij -E[6ij] (nice frick)

note ECJij] = 0 o Fij < bij Since E[bij] > O

also E[GijTn] = ELbijOre]



Var[bij] = El(ij
- E2dij])2]

= E([i]
= ECS Ge + Eit

Kl
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Bounding 0 :

=>] =EC] = ()11p1
(Si
, j,
k
,
13) =2 i

since indicator variable

Bounding 8 : independence of expectations
t note : moving to Ju

means all of theseElist] = EECFij]ECJu] = o
terms drop out!

keB =4 y , 113) = 4

Bounding &"

Elite] =Elbite] = ZE[bijbpe] = [Pr[XXs=X]
Ral Ral e 159

,
b
,
(3) = 3

15i
,j,, 13)=3 15i

,j,, 13)=3 (51
,j ,
%
,
131=3

e.g. i= 1, j=,=l,j l ...
# ways to

= 6 . () · [p(x)
pick
Kl

6.Bike33 : = 6 · (5) ·([p(()3 note ([p()" = (2p(x2)*
(pick 3 indices , pick
one to be repeated twice
leaves 2 options)

= O(s" (lpl12(3) = 0 (s31lplz)



so :

Var[6ij] = 0 ((2)llpla + o + 53/lpl)
= O(s 11 p113) -

So how
many samples ?

for property tester wrf Ly-distance

need to estimate Ilplm to within (additive)=
Pr[(-1p>>Const

= 0(5· · Ilple)
~atthis
to be small

Pick S = ↓ (ii) (can do better)

what aboutL,-distance ?



Now : Distinguish Ip-Ulle from p = U

via La-testing

#m there is distribution testing algorithm
which tests uniformity (in4) + outputs
correct answer ul prob = 1-8

using OE on log (Y&) samples

why?
if llp-Ull , =0 llp-Ullz=0 Il plin
if Ilp-Ull, => llp-Ullallp-Ul

=>Ilpl Idothis
need to get multiplicative estimate ofpla to win (1

or additive... "

"
2

En

Pr[1-1p12k V-llpIVa S
= O2) =

so pick = e() #


