
Distribution Testing

- lower bound idea for uniformity testing
-> closeness testing : via two techniques

- Poissonization
- reduction to low 12-norm case



Last time :

- estimate I pla viai
- Variance of estimator is O(
- additive an error using O(Yet) samples
- multiplicative (13%) error using O(/gt) samples
-

=> distinguish PUl
,

-E ↑
what about
runtime?

Next homework:

- property test for uniformity in L-distance

requires&(in) samples

idea : distinguish 0 p = U

② choose p via

1 . pick S[[n] St. Isl
= 112

randomly
2

. p = Us



Generalizations : given distributions p, q

is p=g or is p"far" from
q
?

1 . "Identity Testing" :

q Anown to algorithm ,
no samples needed 3 focus on

sample
in "DNA" complexity ,
hardcoded into algorithm but can

↳: (in) samples make runtime
Similar

(see homework)

2. "Closeness testing" :

g
is given via samples

↳: (4) samples
(today p q

↓ ↓

3. tolerant versions : is Ip-qll < 3 or 1lp-gll, > 3 ?

L : (n/logn) samples



Uniformity Testing algorithms

· estimate # collisions

· estimate # distinct elements all optimal

· similar to X-based tester
n + E

· plug-in tester 3. in terms of

↑
best in terms of 8

Identity Testing algorithms
· reduce to uniformity (several ways) < seenex

a

· similar to X-based



Lots of
ways

to approach closenesstesting

as in uniformity testing , lets consider Cy-distance

llp-gli = Elpi-q n)
=

Ep? -22Pigi + Equ

#cross collision" probability-
estimate as before estimate analogously

note EpiquiEq

difficulty:
g
= U we had upper bound on Eq Epig

now we don't...

possible solutions :

handle high probability, elements separately ?
see below for another approach



Poissonization

A difficulty in analyzing distribution testers:

typical algorithm :
takem samples [Si ... Sm3 =S

let Xi5 # times elt itD appears in

problem : Xis not independent.

eig .
if Xi = Ets then X< M1

Can we make Xi's independent ?

Poissonization
Poi(x) : Pr[X=k] =e

E[X] = Var[X] =X

new algorithm :
equivalent For each it [n]

m = Poi(m) #
X= Poi [m · Pi]

take in samples to get is
S

add Xi copies of i

let Xi # times elts appears in $
to sample

randomly permute sample① ↑ - ②
Xis are independent now !



why equivalent ?

Pr[Xi = < accordingto 07 = Pr[m =] · (2)pill-p)

=- Pi ( - pi)k
-1

=

p?P
-pl

=empim Taylor series expansion

= emm for
=

Pr[Xi = c]
XPoimpi]

= Pr[Xi = < according to Q]

Calso need to check joint distributions are same



Reduction to low 12-norm case

# samples
recall uniformity test statistic : recall

~
Var

↓ ->L It all(interms
fel

whereVarS] =0 so need Ip kill"
f(t)

↓ sbig ,

Problem Ilply can be large => need lots of samples?

G : transform p.g into pig's Ilpliz + llq'll small
-

p
=

q
= p = g

Ip-gIli = lp-gla E givesreducta
recall that
11 pillaallgll2

reduction will work both when small > Epig
small

·

a known

·

g given via samples



"Flattening"
Transformation of p

: Cassume original algorithm uses m samples)

$2 draw m' = Poilm) samples from p over domain [n]

bi # times i appears in Fie[n] (so

b Poi(p(i) .m)
Vi

,
add bit elts to new domain

(jjj) where je [bi+ 1]

new distribution p's size of new domain Entm'

pick it p
pick jtn[bi+ 1] 3 plij)=
output (i , j)

Example
domain of p is [5] domain of p': prob

S= 52
,
5
,
3
,
2
,
35 3(1 , 1) p(i)

by= bz = 2 (2
,
1) (2 ,2) (2,3) P p pe

b5 = 1 (3
,
1) (32) (3,3) P3) P ps

all other bis = 0
(4

,
1) p(y)

(5
,
1) (5, 2)3 pp



Properties needed by reduction hold :

Lie
.

if p=g then pl = g' rif Ilp-gllp : then Ip-g'll,2)

If transform

Pep! usingsus

llp-q(l , = &(p(x) - g(x))

-E alea

= E(p(x , y)
- q(x ,y)) def of piq'

= llp: g'll ,

-

Will show p' has low I/p'll (next

But... what about g' ???
if p= g" then g' also has low Ipl
but if 11p-g'll,2 maybe I' has bigpli ?

↑
will show how to deal
with this case



Chim E[Ip] In

Why?

ELIpI] =Elpis]
=El2)
=E(= pli .El

P
Check Istequality

*: bit v / Poilmphi))

known : If Yw Poi then ECzi]wex(2-1) 2* dz=
-

so
, Ef] = EC !2 d2] = !E22bi]da

= j'(mpD(22eI,
=

mate : [1-e-mphily impli



p q
↳- distance between pag

: ↓ ↓
(multiplicative estimate

#(*) given samples of dists P, q over [n]

St
.

b = max EIlplly , llgllyS ,prooflar -> can distinguish p = q from llp-glli
formly

in Olbn/g) samples

# if b= min Ellplly , llgl 3
can distinguish p= q from 1lp-gh ,

>3 in Olbulst samples

#ideafor corr

1 . estimate Ilpla wIgle to mult factor of

with Ola) samples

2
.

If differ by >2 mult factor
,
infor PAG + reject

3
, else use thm * with b= cb

conclude : Ilplly small because of flattening
llglly small because whin mult factor e of Ilpl
Epigi small because Ilpla , llgly small



gorithmfor testingCloseness of P, q

· let K= ↑23 =the

· SE Poi(k) samples from p
· use to "flatten" p , q lose same bis for g)
· run tester of corollary on pig' not

behavior ?

closeness on p, g
vs . pig' equivalent

# samples?

whp Isl = 0(k)

E [I pil] = 01) so whp Mill
=0

total: O(k + Fint) = 0 (04354
4

pick estq = 0(n22a4()
via

corollary #


