
Learning & testing monotone distributions
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· ifp monotone decreasing , output PASS

· if p 2-far in L ,
from my mon dec dista ,

output FAIL
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Estingalgorithm : (1st try)
-

how many
?

· Take m samples of g.
·

For each Birge partition I=
parameter t

jIj
= estimate of g(I)
j

· Define &** Vit Ij , g
* i) = E

i

·Check that g
* 's are monotone decreasing

↑
why is this a bad algorithm ?



ProblemI sampling errors forE's
>

s might not look monotone due to normal sampling behaviors

Fritten
-uniform dist

*
- q
=>

canqt'sbested to
monotone?

Problema what ifa not monotone within buckets ?

↓



Testingalgorithm : "Testing by learning" now many
:

· Take m samples of g.
·

For each Birge partition I=
parameter t

jIj
- estimate of g(I)
j

· Define &** Vit Ij , g
* i) = E

i new samples
no

needed
① Use LP on hy's to verify

this is LP in

that g* is e close to monotone Ollogn) vars

C

if no
,

Fail a halt

B . Test that L-dist of got is
if no

,
Fail a halt

elbe accept

↑
how to do this ? even if quonotre, q +g

*
are only close

now do we pass
all

"good" smontres q ?

previous algorithms are not tolerant



Correctness (high level) (g monotone => tester
passes whp)

· if a
monotone then o monotre

↓ Birge => 11q-gIl, E
· Since Ejs are close to glij
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so g* is Ex-close to monoture

· 119-q* 1 , < 2 . E
, by OF

↓
difficulty can distinguish g
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g
* from 11g-g* PE

in Ola) samples, but here we world

need to distinguish 11g-q
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,
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in O(m) samples. If get arbitrary ,
need
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in particular
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Correctness (high level) to show : g
E-for from monotre

=> tester fails whp
equivalent &

show contrapositive : tester passes whp
-> g

. Eclosea

· tester passes
D
= g

*
is E-close to monotone

· tester pusses # > llq *

-gll ,

<

=> g is -close
to monotone

via

What do we need from ?

· if
a monotone o

* close to monotone (passes
then

pass whp
· if

of
far from monotored g close to monofore in this

3 case

thethen fail whp distance

idea inside buckets should be close to uniform
, estimate prob infreets



BesThm : If o is Ketomonotone decreasing then 11-g11 ,
< 0(a)

Proofof Birge's Thm

error in partition : may,2 gross upper
bud on error :

in
= (max-min) · partition length

partition Ij

if have any short
intervals then

there are7 Size 1 intervals

Type of Intervals :

↓
· Size 1 intervals /Ij = no error on these

· Short intervals lIjkY if have any of

· Long interYa
these

,

max probe

why ?
· # size I intervals Et by partitioning)
· last size I interval was proble
(minut)

why ? If last size I interval has not a then all previous

size intervals have wo E

=> total at of size (intervals >E :21-2



Bounding [IEj)(max-min) :
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Slight change of perspective :

if we know g is
monotone

,
can we learn it?

I

Yes! use sampling to estimate /Ij)'s

Birge's them E can learn monotor distributive

to win & L
,
-error

in 0 Stlogn) samples


