
Testing & Correcting Linear Functions



Program Correctness :

Suppose you
have a program for fithf

⑬ Complica
code-

highly optimized
why should you

trust it?

"Self-Correcting" - take a program that is

correct on most inputsa transform

into program correct on all inputs.

↑

self-testing" - convince yourself that program
is correct on most inputs

You can do this for certain classes

of fatus f !



Linear Functions closure
,
associative

, identity ,
inverses

-

f : 6 + H GH finite
groups with

operatorstoiH

respectively

deff is "linear" Chomomorphism) if

Ex
,yeG f(x) +

+ f(y) = f(x+y)

examples of finite
groups;

G = Em (smod m) with operation
"

+ mode"

G = zm 1 rector with coordinatewise
"

+ mode"

examples of homomorphisms : multiplication,
division...

fig-G fx = X faxmodq multiplicatorin

f(x) =0

f fa(x) = Zaiximoda = (XiX :

)



↑

def f is "E-linear" if 7 linear fatng

↑rofraction
ofimpis

else f is "3-far from linear"

A useful observation : *

↓ b
Vay = G Pry [y = a+x]=G

since only X= y-a
satisfies

equation

=> if pick XEpG then atx distributed

uniformly in G

ie
.

a+X Ep G



example : if G = X with operation
(a

,

. - . an) + (b ....b) = (a
,

0b
, . . ., anObn)

then 10110) + (b
, bzb, by) = /Ob

,
10bz

,
1 0 by

,
00by

is distributed uniformly ifbis are

why? · each coord unif
· bis indepab's indep

Why do we care ?



Self-Correcting (ie. random self-reducibility

Genof st. 7 linear
g
St . Prx(f(x)= g(x)]= 7/8

-
f is to-linear

Compute: g(x) given oracle calls to f

For i = 1
... clogy

pick y ERG ~ unitunyia
answer

:
- f(y) + f(x-y)

Output most common value for answer;

Hope g(x) = g(y) + g(x-y) since
g

linear

if flyl=gly) r flxyl =g(x-y) then

will output g(x)
runtime : Ollogs) calls to f

hot: LearningI takesmany morecall,
a



Laim Pr [output =g(x)) = -B

If

Pr[f(y) + g(y)) = 48 since
y

uniform

of E-close to g

Pr[f(x-y) + g(x-y)] = Y8 since observation
= x-y uniform

: Pr[f(y) + f(x-y)=xy-

= answeri

Chernoff => majority answer is g(x)
with prob=1-

=- f + f(x) = x+ f - g(x)



Linearity Testing how do we know that fis

E-linear ?

Gl : given f

· if f linear
, pass

· if f E-far from linear
,
fail with prob :213-

need to change for2 fraction of domain

proposed test :
how big

should s be?

L

do s times :

Pick X
, y In

G

if f(x) + f(y) + f(x+y) output "FAIL"+bult

Output "PASS"

behavior of test :

if f linear
, always passes

if f 3-far
,

show contraposive :

f passes whp > f close to linear



Han

· if f E-close to linear

then fath g you get from

self-correcting f , namely

g(x) = majority [f(x+y)
- f(y)]

Y notefor
will be (1) linear

(2) close to f

· if f not close to linear
,
then no

guarantees on g(x)
A if test rarely fails

,
then

You do get guarantees
e .g. most X satisfy f(x) = maj(f(xxy) - fly)]

· for such X /y maybe Xty also satisfies it ?



fraction of
↓

pairs XiY

which
Let J = Prxy (f(x) + f(y) + f(x+y)] fail test

written
as

probability
# Suppose &<16 .

Then f is 28-close to linear.

~

Not to ensure 58 ,
need only 0(1/80)

tests.

=> to ensure f is 3-linear,

need only O(1/d) calls tof.

Proofof th self-correction of of

def g(x) = plurality [f(x+y) - fly)] = break
yum arbitrarily

y's vote for f(x)

3say gis "winnerIf G how t



For PC2 :

def X is "p-good" if Pry2= f(x+y)- fly) > 1-p

else "p-bad" - fraction
ofst

Pa = "Winner" [g(x) defined via

majority element

1st : gef usually agree + lots of winners ! ·

Claim1 P-

Prx[X is P-goodag(x) = f(x] > 1-Olp

Cor fraction of X for which fig
agree is >1-2877/8

↑

P42



Ifof Claim 1

let <x = Pry [f(x) = f(x+y) - f(y)] = fraction
of in a

row

if &x < PLY2 then X is P-gooda g(x)= f(x)

Consider matrix :

all y's

+ F = =E a

row

= = * =

= it f(x)+ f(y) + f(x+z)]won

= F = =
=> 0 . W.

= = = =

argument of F's
via fraction of in matrix =&

picture Effraction of in row] = &

fraction of rows wh > C.8 #'s Is - . 8

more formally :
(Markov's inequality

E
,
2[x)= Pry [f(x # f(xy-fl]

= Prx
,yeg[ f(x) + f(x+y) - f(y)

= 8 Markov's

so Pr[dx >p]Op
*

= 19 .8
#



Show g is a "homomorphism" (at least where

"Well defined")

2PLY both -good then

(1) X +y is 2p-good
(2) g(x+y) = g(x) + g(y)

Potclaim

let h(x+y) = g(x) + g(y)
two "bad" events unlikely :

Prz <g(y) + fly + z) - f(z)] < P since y is p-good
Prz [g(x) + f(x+(y+z)- f(y+z)) < P

since Xisp-good
↓ (y+z) is uniform

so Prz[h(x+y) = g(xb + g(y)
= f(x+ y +z) - f(y +z) + f(y+z) - f(z)

= f(x+y +z) - f(z)]q1 -292
union bud Pc/4



So there is some value
, namely h(x+y),

which is equal to f(xxy+2)- f(z)

for a majority of2's

=> h(x+y) = g(x+y) (def of g)
but since h(x+y) = g(x) +g(y) (def of h)

we have g(x+y) = g(x) +g(y)

also
, (x+ y) is2p-good.

Show
g "well-defined" for all X.

Claim3 8/16

#X
,

X is 48-good + g(x) defined

via majority element.

Claim3 => FX
, 9 "well-defined" -

winner

Clim Fy g(xty=g
+gl28 fruction of G



PofClaim3

if by St
.

both
yo (x-y) are 20-good

then claim2 => X = y + (x-y) is 45-good
+ g(x)

= g(y) + g(x-y)

To show such y exists :

,
pair off all y with(x-y)

Pry [y + (x-y) both 28-good] > 1-2
↑
claim]

Since probso , 7 pair y , (x-y) both 28-good
⑭

Finished proof of theorem !!!



mentsneed 51 219

#> 0(%) tests instead of 0(16)

why do we care ? (

actually -> 2/9 is fight :

turns

outo o Jfctus far from linear but pass
"threshold"

test with prob 7/9
f(x

Coppersmith's example : &

8

&

&

⑤

⑤

X
& &

f(x) =S
if X =

I mods

2

& fails whenXIY mod popa

else pusses
Closest linear futh is g(x) = 0 which

disagrees with f on = 213 of pts.



more comments :

· above proof requires underlying group
to be Abelian (x+y =

y+ x)

but can prove
for non-Abelian

· Better constants for I

↑
why do we care?

PCP constructions

·


