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PROPOSED NEW I/0 DAEMON DESIGN
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Jatet July 27, 1973

This oocumant dJescribes a proposed new i2sign for the2
[/0 daemony, to be complated by thne fall of 1373, Tha Jdsrcument is
ilvided Into the following sectlions?

I. A brlef description of the proolems orasextai oy tha
current imolemantation of the daemdn

II. A summary >f the ways In which the 0orosos=:1 aeslgn
attempts to correct thase problems

IIL” An overviews of the new deslign

Ivf A gescription of the O>erations interface to tna2 daemon
under the new deslign

Ve The *hlstory'" of a dprint rejuast undar the new gesign

VI. A more detalled discussion of many features of the new
implementationy Including the managanent of '"device
drivers', console input and outputy, and th2 haniling of
errors and abnormal condltionse.

Thls document assumes some famlllarity wlth the present
implementation of the I/0 daemon. It should de noted that this
Jocument overrlides MSB 106 (Joeratlon of Remote Pariphersal
Devices) in all cases where they disagree.

PROBLEMS WITH THZ OLD I/O0 DAZIMON

The present Multics I/0 daemony with on2 inijapendent
process per printer, has a number of baslic problems. The most
serlous of these are?

1) All I/0 daemon processes ar2 driven by the same 9generallzed
queues., At prasent thls results In Inconvanlence, since a
daemon which is only running a oprinter can rsceive punch
requests, and vice versa’ wilth the advent of remote
printers, It will becom2 an intolarable difficulty.

2) The lack of systematic communication between two or more I/)
daemon processes requires ramoviny each request from the
queue Dpefore it Is performedy to 2nsure that no request is
crerformed more than oncee This requlres special precautions
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to avoid losing requests ~hlch are In projress at the time
of a system shutdown or crashes

3) As a result of >roblems 1) and 2) s&sbove, requ=23ts whicn
cannot Dbe processed when they are raceivad (for 2xsmole,
punch requests recaived by a daemon which has not attrached
a punch) must b2 replaced [1 the queue oy th2 daemoin [tsalf.
This degrades orlorlty schadullng and results In inaccurata
accountinge.

&) Al though each daemon process can run both 3 oprint2r and a
PUNCN it canyot run tha2m simultaneously; tae printer is
idle while the sunch Is runaing, and vice versas.

5) Once a request |s completed == or [s bellevad by tna daemon
to be completed == [t [s gone. If a orintar, for example,
has peen having rilbbon or paper problems for the past four
requestss, and no one (Includlng the orinter soffware) has
noriced ity the only remnedy Is to resubnit the rejguests.

The new deslan attenpts +to solva al of t he
abovementioned problems, The central feature o2f this dJasign is
the concept of gpne cantral I/0 diaemon processy called the *"I/0
Coordinator"™ {or "I/0 Daemon Coordinator*), and 23 lot of
subordinate processes called *"device drlvers.' Each driver will
run one devicey and willl be fed reguasts one at a ftime by the

coordinator. This design meets the above proolems as follows?

1) Each '"device class"™ Is fed from a separate queue (or grouo
of priorlty-ordered gqueues). A “device class" Is considered
to be a palr U(device typey locationl} e«gey ‘'"on-slte
printer'™ would 2e one device classy "on=slte punch'™ would be
another, "remote oprinter at CISL"™ would pe a third, etc.
There can be any number of devices In a glven class; each
device would nave Its own “driver"™ process, butft they would
all bpe fed from the same set of queueses The dprint command
will place reguests 1In ole queue or anothar In accordance
with a new "=device®" ('"-dv") control argument.

2) Requests are read from the jueues by th2a coordlinator only,
so there Is no dupllcation oroblems A request Is not removed
from the queue Jntil gfter It has been -ompleted.

3) No attempt will be made to 2rocess a rejuest unless there is
a driver (and a device) walting for 1It. Besldes, since
requests are not destroyed until they have oeen performed,
there is never any necesslty for the dasmon to replace a
request In the jueue.

&) In generals no two devices will be run oy the same driver,
so there Is "o reason why two essentlally Iniependent
devices cannot run (effectively) sinultaneousiy. (The
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special case of a remote printer=-punch comoilatlion, w~hich i3
not strictly speaking tw> ind2pendent davijces, Nl Da
discussed later in this document.)

5) Each request, atter completlon and deletlon fron tn: JuRue,
will be chainad on to a soeclal list for 2 fixed o2riod of
time (llke hailf an nour)e Siuch a request wlll D2 r2pzataols
any time within the speclfled ||imit (out will ngt be
automatically redone [f the system crashes wnile it s in
the Iist). Half an hour after the comoletion of a2scn
requesty, an ala~m will go offy, and the oldest ragu2st in the
list will be deleted.

We have consldered the posslbliity of ooerating the
various devices from a single orocessy but this ldaa introduces
several problems which are unlik2ly to be solved by tha time that
Ae wlll need the new daemon to rJn remote devices. In particular,
such a deslgn would entall eltner the development of a new
asynchranous I/0 Interface or the Introductlion 2f sutas<s within
a process (or pbpoth). Implementatlion of vpoth of these faiturzs is
pelng considered for the future, andy once they are availapie, It
will probably not be excassively difficult to adapt the deslgn
described herein to a single process.

OVERRVIEW OF THE NEZW DAEMON DESIGN

The I/0 <coordinator will be driven Dy wakeups coming

"from two directlons? from the varlous device drivers (inaicating

that they are ready for work) and from dp~int_(announclng the
additlion of new user requests to the queues). The dprint_ wakeups
are essentially 13nored wunliess there Is a3 device of the
approprlate class walting for wo~ks to facliltate this procedurey
the drivers will sliagnal the c¢hordinator over hilgher=-priority
channels than those used by dpriat_. (1)

The coordinator process will have 3 process=-group Id of
[I0.SysDaemon.z and will be <created In the same manner as the
present I/0 daemon (oresumablys In most casesy as part of an
axec_com executed at system=start-up time). Qrluer orocesses
wlll be called Outpute.SysDaemon.z (2) and will be cr2ated by

(1) The overhead assaoclated with an lgnored event waxkeup Is very
small. It Is estimated that even on a very ousy system, I/0
Jaemon requests are Junlikely to zome In at a faster rate than one
avery 15 secondsy whereas the cpu tilme required to raspond to a
wakeup on an event wait channel iIs about 8 millis2conds.,

(2) Drivers that run remote devizes belonglng to wusers may be
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Jperator "lo3in'" commandse Th2 operator will suds2guant iy
ilnstruct the arlve~ process elther to attach an on=s31t2 aguvice

and begin worky or t> wait until it ra2ceives a "disl" <comnand
ver one of a spaclfied group of liness (Whan it rac2ives; tr:
“dial' command, the driver will do  further cnacking, sucn  as
ensuring that the device is of the correczt tyoe, ani 0935101y
requesting . a passwdrd.) (1) I[npout to and oiatput from rnasa
orocesses will pe roudted through the Message Cooriinatory tha [/)
coordinator will hava "source" |[d of "io" andi «c¢acnh irivar®s
source id will pe th2 same as [ts device la.

Once a drlver process 2xlistsy the ~unning 2f tn2 d:vica
Aill oe largely automatic? operator Intervention will only pe
requirea In speclal clrcumstances. Such operator commanis as 3rz
required will generally be addressed to Individu3sl drivars? the
most usual method for Issulng such a command will 2e to type it
on the daemon consol2 (which mignt pbpe any of several coas21ie3) to
oe read by the driver whan It [Is next ready (se2 o2low).,.

OPERATIONS INTERFACE

(Note? This section does not Include the speclal Randlling
required for a ramote oprintar/punch comblination, which ls
descrioed In MSB 106.)

The coordlnator will normally o2 lo33ed in
automatlcally in +ftnhe course of system start-up, out It can also
be logged in manually from any console connected to t he
Initlallzer through the messag: coordlnato~, in tha sam2 manner
as the present I/0 daemon, is.e. 2y typing?

login IO SysDaemon lo

out this command will pbe accepted only if tha coordinvator is not
already logged 1n, '

A driver process Is created oy typlan3 (agaln from the
inltlalizer console)?

login Output SysDasmon DEV_ID

jJiven different projact 1d*s for accountling purposes; tnha2 detalls
2f this mechanism ara not fully worked oute

(1) Presumably some of the drivers waill be brougnt up at
system=start=-up timea as well} the Instructlon to start work or
Nait for "“dial*' will then bpe <canned In system_start_uo.ac or

admine.ec,
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which will create a orocess to run devlce DEV_IDy and jive |t 3
source name of DEV_IJ. (The device class name willl 02 impliaog oy

tfhe device ld == e.3.9y the flrst four characters 2f tna2 Javice |1
nlyht  identify tne device class.) Tnis process will sijnat 1n.
coordinator when it Is ready to ~un {(elther imma2diataiy or  a4nens

It receives a valld "dlal* command from the specified Jevice).

The coordinator will inmedlately start fewiing reriosrs
from the queues fo~ tnhat device class to the idriver, ~r.cor i i
execute them on the speciflied device. If the operator awisnes 1o
tyoe further commands to the drivery he should tyoa:

r DEV_ID COMMAND_LINE
It the driver is illey it will recelve the command ianajiately!
It It Is processing a reguesty It wlll receive th2 commana when
the current request Is finished.

The command thus input can b2 any one of the followings

detach

this command eaffectlvely detaches the device and disaovles the
drlver. It can be usead when some temporary problem arisas on the
Jevices. The driver Is Inhipited from recelving outout reqguests,
but Ilts process Is not destroyed.

attach

This ls used to undo a previous "detacn'™ comnand! It restores the

Jevice to service and enables th2 driver to ~ecelve requaests fronm

the coordinator. It nas no effect on an already attached iriver.
logout

Thlis command is used to termlnata the drlver procass,

restart p

This command causes all reguests performed by this driver whicn

are stiitl avallabiay starting with the one to which it assigned
the jdentification number ny to oe redone. All Jevices of the
same class will be 2liglble to s2erform these raestarted requests,

and they willl take priority over regularly=-queued reguasts.

If It is nacessary to Interrupt a drlver in the mjddle
of @a reguest (for exampley If a print raquest Is producing reams
of yarvage)y a QUIT should be signalled oy typina?

aquit DEV_I)
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Printing (or punching) will pbe suspendad, and tne drivar will
awalit a further commandes Thls command may be any of thos2
Jescribed above,s In which case the driver willl benava as if tne
“kill"™ command described pbalow had baen Inpouty and tn2y proce2d
to execute the command typede INn addltlions, any of tne followliny
commands may be typed (agaln In the format ™~ DEV_ID COYMAND™):

kill

The current reguest ls aoortedy, but Ils savel In the 1ist ¢f
restartable regquests, The drlve~ procaeds t5 tna 2ext rejuest
(if any)e.

cancel

The current request Is avort2dy but Is gt saved., Th2 driver
proceeds to the next request (1f any). :

restart

If Input nwithaut an argument, this command caus2s tnhe current
request to be restartad from the baginning (as If it nad )just
oeen racelved from thre coordlnator). :

THE HISTORY OF A DPRINT REQJEST

A user enters a dprint request in the same manner as
before, except that an additional optlonal control argument
("=-device" or "=dv") may be includeds (Thls argument actually
specifles a <device glass.) The request will de placed In the
message segment which represants the soeclifled prlority jueue for
the speclfled device classy (1) and a wakeup will be sent to the
coordinatore. The avent messag2 wlll t2ll the coordinator whicn
Jevice=class queue - to Inspect and the event channel will
ldentlify the priority of the request (as It does now).

The coordlaator will first of all ascertain 1f there Iis
a driver of the speclifiad class walting for worke If there Isn‘t
anyy, It will simply leave the rejuest In  the Qqueua for later
processing and go Dblocked again} the request wlll. not ©Dpe
processed untll a drlver asks for worke. :

(1) The *"-device'" control argumnent wllly of coursey, have a
Jefault value, which willl prodbably direct output to an on-sifte
printer (or punch). The number of prlorlty Qquaues, Instead of
oeing fixed at three as at oresent, wlll prooably be madje an
installation parametar,
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If a ariver of the rignt class i3 Naitinaza, the
coordinator will real a request from the specifiad queuz.. (1) At
this point it witl allocate a descriotor for tha reju2st, wnicn
includes the return aryuments from the Messajge_seygnant_trogy
calls (These arguments, in turny include a pointar 13 tnos Me353492
Itself.) Otner information oplaced In th2 lescriptor 6y tha
coordinator Includes the device id of the driver to whicn it nes
oeen assignedy, and tha priority queue from which it wis T3%aN,
The coordinator then sends the driver a wakeup over an zvant call
channel; the event mnessage Is tha word of fset of the i2s5c¢criptor
in a predetermined communication sagygment (wnich tne driver
initlatea when it fi~st came upl.

The drilvery when It rezeives the wakeup, wlll ©procass
the request In muznh the same W3y as the currently-existingy I/)
Jaemon, Including actess=checklin3y and account iny. (It w~ill not
Jelete a flle for which the "-delete" optlon w3as soeclifieds) It
wlll also fi1| In additional Iinformation |in tha request
descriptor, including the reqguest®s sequential ildentjification
number and varlous status Information (such as aobnormal [/)
status codes, Indicators of whether the ~equest was <illed or
cancelledy etces)s Whan it .nas flnished printing (or puncning) the
request, It sends a sakeup to tha2 coordinator, passiny It the
affset of the request descriptor in tha avent messagas

When the coordinator receives this wakeup, it will
record the clock tima In the reguest descriptor, and thr2ad the
descriotor on to. the end of a list of completad requasts. (The
coordlnator keeps static pointers to the head and talil of this
liste) It then sets an alarm to go off nalf an nour (or whatever
other interval is chaosen by the installiation) of clock time fater
for removing the descrilptor from the “Completed” Ilst, It is at
this point that tae request itself Is delated from the message
segment. Nows if the driver nas indicated that It is r2ady for
more wor<y, the coordinator will Inspect the hignest orlority
jueue for tnat devica class. If there is a request In that queue
after the one whizh it hai remembered as "last read", it .reads
this requesty, sets ud> a descriptor for It, and passes It to tha
driveri otherwlise It repeats the process witn the n2xt lower
priority gqueue, and so ony until elther an unprocassed r2quest Is
found or all queues for the device class have bean laspacted.

. Our orliginal raguest, meanwhile, is sitting in the
“completed" list, ILf the driver that performed It racalves the

(1) The request read will not necessarily be the one for which
the most recent wakaup wWas sente The coordinator keeps 3 record
of the unique id of the last message processed In each JUaUe and,
Ahen called upon to lInspect the gueue- agaln, simply r2ads the
next message (If the last-read message nas oaen dJelated, tha
first message  In the queue Is read).
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oparatcr command "restart n*, wh2re n is less thay or 23ua | to
tha identliflcatlon numoer of our rejuesty the coo~1dlnator will
feed all drivers for that device class from the “comolat23" 1ist
rather than from the message se3nent gueues, until all suyvseqguent
requests orlginally oprocessed by tnat arlvar (inctuting our
friend) have been redones. (Descrlptors marked as “restart2d"  are

not rethreaded ints> the “"compla2ted" list, out are left in thelr
orlginal positlonsy ror Is a new alarm set afftar a  rastarted
request is finished.) ‘

When the nalf=-hour alarm  (sat at the original
completion of our rejuest) goes o>tft, the coordinato- will free
the flrst descriptor on the "comdleted"” listy along wint witn [1s
associated messagey, unless that request s currently oveing
redone:. (Before tha descrlptor and message are freed, the
“-delete” optlony 1f speclfiedy, 1Is honorad.) Slnce tn2re is a
one-to-one correspondence between reguest completions and slarms,
the “completed™ list will not plle up Indeflinitely,

If when tn2 driver originally wakes up the coordinator
on completion of 3 raquest, It Indlcates that the raquest was
cancelled (by an oaperator "cancel'™ command), the rzgquest
descriptor is nat threaded Into the "complet2d™ list} Instead,
after deleting the massage from tne quaue, thne cooardlnator frees
the request and Ilts descriptor immediately.

FURTHER IMPLEMENTATION DETAILS

1. Initlallzatlon'df drive-s.

‘When a drlver process ls ready to run, 3 speclal
initlallizing procedure 1Is Invokeds TAls oprocadure wilil be
responsible for <cra2ating an eavent call channel over whlch the
coordinator may slignal the drive~y as well as inlflafing all data
segments that will de used In communicating witn the coordinator
(these sagments contaln such things as structures descrivinjy
individual driversy ~equest messagesy reguest descriptors, etce.).
In additions it will attach Its device through a OIM whose name
Ils kept 1In a statlc taple of device-class= and device-3lependent

Information. Once it nhas done these things, 1t wlll olace 1Ifts
device 1d and the nam2 of the event channel In a resarved area
(which It will lock from other d~ivers) and send a wakeup to ‘the

coordinator along an event call channel providad for Informing
the coordinator that a new drlver process has bea2n cra2ated. It
then goes blocked walting for the coordinator to finlsnh
initlallzing the driver descriptione. ; '

“The coorditator, on receiving the wakeun, allocates a
structure © for communication with the driver, In whlich it places
the drliver®s process ldy the nam2 of the channel ovar which it
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2x0eCTs to 22 woken up between requestsy and th2 informition tnat
~§s provided Dby tne driver. It sends a wa<euo to the Jdrjiver t9
Jive it the offset of this allocated structu~a$ tne arivar tnen
uynlocks the area where |t put 1ts device lag, etce.

2¢ Input to drlveré

Once the driver process has bean inltislized, it shoul.d
3lways be doing one of two things?: 1) performing 3 print or nuncnh
request, or 2) walting to be seat a raquest from the cosruinatcer
dr a command from the oparator, shichever happens first, It is
not Jdesirable for tne cooralnator to allocate 3 Jdescriotor for 3
request untll it knows there Is a drilver ready to oracess it, nor
do we wish to send a request to a driver which has m2anwhile
started to process operator Input. Therefore, when the ariver
goes blocxed for operator input petween requasts, It must have
some way of waking uo again if thare Isn't any. Since the
solution to thls prodslem Is rathar trickyy It 1Is oressnted iIn
detall belowe. :

(1) Before it starts processing coordinator reguests for tha
tirst time, the driver 2staplishes an evant call channel
over which to slgnal itself, and issues a wa<eup over this
channel. It than calls .los_sread, thereby effectlvely golng
blocked for ilnpute (1) It tnere Is any input, los_3read will
return to the driver procedure that called it$ 1If noty the
process wlll recelve the evant-call wakeupe

(2) Upon receiving this wa<eup, the drlver wlll send a  wakeup
to the coordinator Indicating that It Is reaiy for worke. It
will then execute a return (to lpc_), thus going blocked
again. ' .

(3) The coordinator will check to see 1|f It has a request
gvallable of the device class assoclated witn the driver. If
it nhas oney It checks a bit In the drlver®s communications
structure to see If the driver s still raady (slnce it
might have received lnput In the meantime)l. If it is ready,
the coordinator sets another blt Indicating that It Is apout
to send the driver a request’ It than allocates a descriptor
tor the request and sends .the driver a wakeupe :

(%) If oefore recelving iIts owy call wakeup tne driver jets its
input from los_sread, It will turn its "ready" bit off and
process the ooerator commande If the command was "restart
n" it wlill send a wakeup along a speclal "restart” channel,

(1) In the case of some devices, such as the G115 (and hence t he
Mohawk 2400), the DIM must go blaocked and wake Iltself up 33zain at
regular intervals, but the net effect Is the same.
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and then go bplocked for coordlnato~ reauests: if It was
wqetach™ it will detach the device and wait for furtner
operator commands (presumadly 2lifther “attacn® or “logout™)s
if It was "“logout* It wlill loy out., Wwhen the 3JIriver nas
completed processing the conmand, it will lssue anotner call
to los_sread and go blocked agalne

(5) When woken uo by the ~oordinator, the arivazr, after
performing the outpuf requesty sends itself anotner call

wakeup (as before the first call to los_$r=2au)y 3N JOES
blocked agalne Ahen 1t recelves thls call (or ooerator Inpuf
if any) It will send a wak2up fo the crordinator to tell it

it has completed a request (so the coo~dinator <can tnread
the reaguest descriotor ontd> the “saved" list and J12lete the
request frmom tne queue) »

(6) In the speclial case where the arlver reczeives Dperator

ilnput after t he coordlnator nas already .set the
“request-pendln3'" blt as described In paragrioh (3) above,
the driver will pretend that [t recelved fthe inout after

completing the next request. It dJdoes this by satting an
“input-pendling” flaj and than goling blocked on an avant-wait
channel. After It performs the output request in response
to the coordinator®s call wakeups 1If the “input-peniing' bit
Is ony lt sends ltself a wakeup over this "event channel
(pefore sending ltself the call wakeup as In paragraph (5))
and process the input as descrlbed in paragraph (4).

Since event walt channa2ls wlil hava priority over avent
call channelsy the driver will always recelve its input
aventuallye In the case of urgent Inputy, the operatar can send a
QUIT to the driver as descrlved aboves In which case it will walt
for operator lnput onlye. ‘

Appendlix A contalns flowcharts which may clarify the
algorithm described abova.

3. Remote printer/punch comblnatlon

This Is a3 speclatl caseay, since from the coordinator®s
polnt of view two devices of different classes ara lInvolved, bDbut
in point of fact only one »>f tham can run at 3 time. The
procedures used by the driver for this device will accordingly
appear to the coordlhator to be two separate drlvers, one for the
orinter and one for the punchj dut thase two drivers will hapoen
to have the same process ldy and the oprocess in question will
ansure that no attempt 1Is made to run both at once (by never
-3etting itself *ready" for print and aunch requests
simultaneousiy)s In facty the ~elevant driver w#ill be “created"
(as far as the coordinator is concerned) when output for that
jevice Is flrst requastedes In other words, when 3 $*$START_PRINT
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commana (1) is read In for the first time, tha coordinator will

be Informed of tha ‘'creatlon of a remote-orinter arjiver
simitariy, when ‘the tirst $*$START_PUNCH command comas 1Ny tna
coordinator will be told that a srocess Is ready to run 31 renota

ounche The $*$START_PRINT_PUNCHA command will sroduca 3 "nuncn
driver" If and only if there are no print rejuests oeniting, and
conversely for $*$START_PUNCH_PRINT.,

A flag In the driver structure will Injicate anather on

not the driver wants to be woiken up after a complet2) rejuest
aven if there are n> rejuests oendin3? this will p2rmit  tha

remote oprinter/punch to be r2ady for the second devic: if the
first one®'s queues are empty,

CARD RIADING

There Is n> raasons actually, trat the coordinator
should ever have to know avpout card=-reading. A “logln' ccmmana
for Input.SysDaemon aould cause 3 process t5 ba created whicn
nould attach the <card reader and wait for card Input. “Detach"
and "logout"™ commands coUuld be ivout to It In tne same manner as
for any other driver.

The card reader attached to a remnot2 orlater/punch is
agaln a silghtly special casa. When It receives a $*$READ_CARDS
command, the drlver process wlll Indicate that nelther the
orinter nor the puncn ls readyy 3and accest Input from the reader.
The coordinator will hear nothing further from th2 devica unt il
output Is agaln requasted. ‘ ~

MESSAGES FROM THE DAZMON

The drivers wlll have several different kinds of output
to produce (aside from the orinting and punching of user files)?
“normal operation®: messages ("Request 75428 " Printing
>doc>info>bugssinfo for Gintell ,Multics.a"y, etc.)} warning or
“informatlon'" messagss ("Enter requesti®, "“No punch raguests In
jueue', etc.)3 and error messages (whlcn category includes
juestions sent through command_guery_, €ege 0o vyou wlsh to
cancel reaquest 75?") ., These th~ee types of messages may want to

3o to three dlfferent placesy and accordingly will be:written on
three different” (or at least alfferently=-named) strzams. “Normal
operation” messages Wwill be written on “daemon_output" and will

orobably be directad to a flie for later examinatlon (lf anyone

(1) The commandys® used to run the ramots2 printer/ounch are
jescrioced In MS3 100,
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is Interestad). Warnlng messages will be writfen on "us:r_output®”

ang should probably appear on a terminal, Error m2ssages a4ili 02
Aaritten on "“error_jutput* and must 2appear 01 a teranin.ul, The
routing of all these streams will Dpe perform2d tnriuz™~  The
nessage coordinator? for davlces in thne macnlnz2  r~ooum,
“aerror_output' ana possilbly "“use~_output" for all drijivers will
oresumably be directed to a single consoley wn2rz2as for a1 ra2nots
arinter/punch they will most likely appear »>Hn tn2 printer

(although a terminal may oe dialad up If desired). (1)

The coordinator will prooably produc2 error messa3j3es

anly? these will pa wrltten on "error_output™ anJd may o2 sent to
the same console as tnhn2 on=-site drivers® "arror_ouftout'. In
addition, certain serlous error coniditlons will te r2<cora2d in

the system lcg (see 2elow).
ERRIORS AND ABNOIMAL CONJITIONS

The primary goal In nandling errors arising during
daemon operatlon I3 to ensure that thne requisit2 irformation is
reported whlle alsruption of normal operations 1is k20t to a
minimum. In any ¢case where ~ecovery s possibley, tha2 process
whlch encountered tha error will report and continue its worxe.

1. Errors whil2a processing a request

These willl be handled very much as in the present
implementations Mlissing or zero=length seygments, insufflcient
3CCessy etce wlill result in the ~equest belng skippeds I/0 errors
and wunclaimed signals durlng printing or punching (eegs
out_of_bounds becaus2 a segment ~as truncated or deleted out from
Jdnder the daemon) wlll cause tha request to be aparted. In elther
casey the driver will proceed to wake up the coordinator as if it
nad completed the raquesty but 1t wlll also place a status/error
code in the request descriptore. The coordlnator can use ftnils code
to decide whether or not to save the raquest In the "“completed"
listy, and also ' In certain <cases (2ae.3e¢ *“device not attacnea")
whether the driver Is stlll usable.

2« Space allocation problens

I1f there are a large number of very busy drivars, It I3
remotely possible that the area used for . rejuest messagas will

jet fllled up$ In this casey an error massage wlll o2 wriftten on
“error_output” and In the system loge The coordinator will then
(1) Similtariy, on=slte device drivers will 3Jenarally read

"user_input" from the same conssley and remote drivers will read
from the remote card reailere.
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free the oldest request on the "completea®™ I1lst (p~oviizd it is
not in the process of belng redote) and try tne allocatian a3sin,
If this =2rrcr recu~s frequently, it strongly suggasts 3zom>
systematic probilem in the coordinator®s 303ce atiociticn
procecuress. Similar conslderations apply 1If the soacs for reauzst
descriptors becomes full.

Se Message segmnent proolems

Handling of bad or inconsistant messaj2 sa2gmants  will
pe greatly faclliltated by an entry point that I35 o2in) 3adaeda to
the messagje_segment_ projrams which wiltl permit a sufficiently
privileged ¢frrocess to find out 1f a messag2 sagment has pDeen
“salvaged”. Whenever the first driver for any glvan davice class
ls createdy the coordinator will examine and reset the '"“salvagec"
pit In each of that class®s queu2s. If In readin3 a ra2ajqiesty the
coordinator gets a code of error_table_gbadsag (indlicating that
the message segment was found to be in error~ and salvajed duriny
that caﬁl)' 1t will try to read the rejuest ajain. If It jets the
same codey it wlill complain loudly (sending B8EL cnharicters to
“error_output®y for 2xampie) and pehava as If the desired messsge
Aas not in the queaue. Any time that 3 message s23jment is
discovered to have Dpaen salvag2dy a message indlcating that
requests may have bzen lost Is arltten on 'daemon_output”™ and In
the system loge If ratrles are rapeateldly unsuccessful, the best
oet 1is probably to shut the da2mon down and look at the messag2
segment to try to flad out why it ls unusable.

If a messaje that had oreviously ba2en re2ad Is found to
pe missing when an attempt Is made to deletz2 It >r ~e2ad the next
message affer Ity th2a coordlinator will <ch2ack to see if +the
message segment was salwageds. If It was noty It Is propably safe
to assume that someone removad the request (through t he
cancel_daemon_request command) wiile It was o2elng performed,

Ge Other errors In the coordlnator

In the event of unaxplalned errors arilsing Iin the

coordinator process f(unclalmed slgnalsy unrecognlzed event
channel namesy bad codes fron file system primitives, etc.) a
messags will appear on "“2rror_output" and the coordinator wlill go

blocked walting for the next event it Is to servica, affter doing
I1ts best to ensure tnhat lts data pases are In a consistant state.
Frequent occurrences of this kind probtaoly Iindicate program
arrors in the coordinator itself.
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