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Tos Distribution
Froms Te He Van Vieck
Date! December 47, 1975

Sublect? New Storage System Long Range Plans (revised)

This document supersedes MTR-(gS5. Although the Instaltation
of the new storage system on the CISL machine®s mini-service was
a fen weeks later than pianned, we remain confldent that the
final release date can be met, In facty, the date for
instaliation at MIT has been advanced to January 18 to accomodate
MIT*s Inter-term sctedule.

QYERYIEH

The following table shows the major phases of the
Impiementation of the new storage systeme.

Bhase Date
I Command Level . A May 75
One user at command level
II Prototype Running ' June 75
Several users
III Oeslgn Review Oct 75
Ertorbrecovery. backups mount/demount
IV Instalfable Systenm ' _ Nov 75
Run mini-service at CISL
V Initlal Instaitlation at MIT Jan 76
No mount/demount
VI ¥Follow-up Instaliatlion at MIT _ March 76
Operational enhancements
VII MR 4.0 Instaliaed at MIT Aprlt 76
Hith mount/demount :
VIII Release MR 4.0 June 76
IX Further Enhancements o -

Mul tics Project 1Internat working documentation. Not to be
reproduced or distrlbuted outside the Multics Prolect.
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Adminlistrative lmprovements

GHANGES_SINCE LAST_REPORI

Since MTR-095 was publishedy, the folliowing events rave

occurreds?

1.

2o

3o

6.

7

Salvager. The Interlm salvager has been Integrated Into the
running system and checked out.

Volume salvagere The volume salvager has also been written,
checked outy and Integrated.

New configuratlon mechanisme The system now bootloads on
only the RPV until [t crosses out Into ring 1, so that all
other volumes can be checked by the reglstration software.

AVerv large conflgurations. The suppocrt for a paged FSOCT

was put Into page control earlier than planned. The number
of drives In the conflguratlion Is no fonger constralned by
the amount of wired coree.

Error recovery. Improvements were made to system error
recovery strategles In several modulese The most Important
of these was the change to allow a segment to be moved from
one physical volume ¢to anotrer if the physical volume ran

out of spacee.

The schedule for the new backup has been rethought.
Investigations of the performance of the Interim backup
system show that It wlil not be unacceptables And although
the hardcore and the dump and reload driving programs for
the new backup are not difficult In principley, the complete
new backup wlil require a signlficant amount of additlional
work to convert It Into a total facillity. For example,
programs to manipulate and Interrogate the system®s
dump-tape (o0gs, programs to transliate retrieval requests
from pathname form to unique I0 form, and operator
documentatlon descrilbing the rew procedures must all be
producedes In release 4.C, we may be able to ellminate SAVE
in favor of nen-style complete dump and reloac done while
the system 1Is up} but It <seems unnecessarily rlsky to
replace the entlre backup/reload subsystem WitF a nex one |f
i1t has not had sufficlent exposure.

The new storage system was Installed on the CISL machline
minl-service on December 1, 1975.
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HORK_COMPLEYED

i.

MTB-017,

Statement of Problem.

November 1973,

2« Preliminary Designe.

e

MTB-055,
MTB-060,
MTB=-065,
MTB=095,
MTB8-110,
MTB-167,
MTB=-203,
MTB=-206,
MTB=-213,
MTB-220,
MTB=-221,
MT8-229,
MTB=-233,
MTB=-237,
MTB-238,
MYB-239,
MTB-243,

HTR°068’
MTR-081,
MTR-084,
MTR=-095,

Aprit 1974

May 1974

April 1974
June 1974
August 1974
February 1975
June 1975

June 1975

July 1975
September 1975
September 1975
October 1975
November 1975
November 1975
November 1975
November 1975
December 1975

Prelimlnary Task Schedules.

October 1974
March 1975
Aprlt 1975
Sept 1975

4« Phase It Command Level,

WHhen

this benchmark [s reached,

the system can be bootioaded

from a Multics system tape, elther cold or warm, come up to

Initlalizer command levely, and shut down.
be used};
Paged I/0 ls used for the VTOC,.

" Only one disk need
labely VTOC, and volume mape.
A new verslor of B80S |Is

but it has a standard

required to support the new conflguration decke.

Target date?

May 1975« Filnlshed.

5« Phase II! Demonstrable Systeme.

When this benchmark Is reacheo all functions of the current
Multlics work In the new systemy with the exception of minor
bugs and certain meterlng tooils. Slince the VTOC is stil}
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6.

7

8.

9.

10.

accessed by means of paged I/0y 1K per volume of page table
for VTOC Image 1Is wireds plus the 512 words per volume of
volume map. No backup or salvager Is Implemented. Although
much more Interesting In terms of function, thls stage Is not

very difficult to accomp! ish because the system
Inltiatlization path checks out aimost all of the storage
systeme

Target date: June 1975. Finishea May 1975.
bu=word I/0 Faclilitye.

This tacliity is used to transport VTOC information and
volume map data between core and the dlske. Changes were made
to the disk DIMy and the module vtoc_manager_ was written for
the management of the memory devoted to 64-word data.

Filnlshede.
New VTOC Manager.

The new VTOC manager uses the 64=-word I/0 facllity. This
change frees 1K per volume of wired cores, and decreases the
1/0 channel time and latency time for requests for data In
the VT0C.

Finished,
Smaller VTOC Entry.

The Interlm VTOC entry In use up to thls point has 256 words
instead of 192, In order to slimplify the <code for the
deactivation of 256K segments. Thls stage complicates the
code but reduces the slze of the VV0OC by 25%. '

Flnished.
Study and Definltion of Backup Problem.

Thls activity deflnes the key verlables to be optimized In
subsequent backup design. See MTB8-203 for detallse.

Filnlshed.
New Directory Locking.

Thls step creates a wlred hardcore table with one entry per
active directory. The directory lock is kept in thls table,
Directorles need not be modifled to be locked and unlfocked as
a result of this change; thls reduces the paging traffic
significantliye. ‘

Filnishede.
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11.

12.

13.

14,

15.

16.

Interim Version of BOS SAVE and RESTOR

An Interim versjion of BOS SAVE and RESTOR has been written
whlch handles slngle volumes only. It is now belng used to
support performance testing.

Finished.
Hardcore Partitlion.

The system bootloading sequence Is altered by this task to
use a speclal area of the root physical volume for all caging
needed before directory control initiatizatjlon, as descrlbed
In MTB-213. ’

Finished.
Multics Utlllitles for Pack Malntenances

These programs inltiallze a disk, set up VIOC entries, volume
mapes and wrilite and check labelse.

Finlished.
Consistent Dlrectory Locklnge.

The lock primitive and page control have been modified so
that so that modlfied pages of directories which are locked
are flushed from core when the directory ls uniocked. This
strategy coupies with the couble-write for directories
mechanism to keep the disk copy of directorles as conslstent
as possible. See MT8-239 for detalls.

Finished.
New Configuratlon Strategye.

The new codflguratlon deck mechanism described In MTB-213 is
now operational. The mechanlsm chosen appears to Integrate
nicely with the eventual RCP strategy. '

Finlshed.
Performance Measurements.

Initial performance measurements showed that the new system's
performance was the same as the Installed system®s, to within
the accuracy of the test. Further measurements polnted out
some lnefficlencles In the new system whlch were remediede
An MTB describing the strategy used for performance
measurements will be publ ished.
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18.

19.

20.

21

22«

23.

Interlm Salvager.

The current system®s salvager has been Integrated with the
system startup sequence and modified for the new structure of
directorlies. when salvaging 1Is necessary, The salvager Ils
invoked to satvage cruclal directorles only from ring 0
during startup, and Invoked agalin by operator command after
ring 1 has finished mounting the RLV. See MTB=-221 for a
discusslon of the salvagere.

Finlshed.
Design for Backupe

This design presents the long-term pian for the evolution of
the system®s backup capabllitiese Two modes of data recovery
are requlred, one for reconstructlon of the contents of a
compliete physical votume (or group of physical volumes), and
another mode for retrleval of the contents of a single
segment. MTB=-233 descrlbes the new backup.

Deslign for System Recovery Modese

A monolithlc salvager subsystem becomes more and more
unwieldy as the slze of the configuration Increases. The
proper solution [Is to Improve the system®s In-ilne error
detectlon and dynamlc salvaging codee. The emergency
shutdown, backup, crawlout, on-iine salvager, and directory
locking facliities wiltl be redesigned Into a coherent and
complete package. See MTB-220 for more Informatlon.

Design for Volume Mount/Demounte.

The deslgn of the Resource Control Package (RCP) has been
extended to handle the management of logical volumes as well
as physlical dlsk packs .and dlsk drives. Both loglcal and
physical volumes wlil reauire reglstratlon data which must be
consulted before a loglical volume can be mounted for a wuser.
MTB-229 presents an overview of the deslgne

Phase IIIt Deslign Review.

This review, held In October 1975, covered the design of the
error recovery modesy backupy, and the volume mounting and
demounting modules. Overall reactlion was very good, and
several useful suggestlons were made about detalls of the
deslign.

Dynamic Physi¢al Volume Mounting and Acceptinge.
This step finlshed the Iimplementation of the new

configuration strategy described In MTB-213. Privileged
calis from rlng 1 allow the operator to add volumes to the
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45,

27«

28

48.

30.

storage system configuration while the system ls running.
Finished.
Pageabtle Volume Mapse.

Page control has been modified to allow for .the possibllity
that the page of the FSOCT which contains the volume map for
a given volume may not be In core. This change allows the
use of very {arge numbers of disk drilves mlthout requiring
large amounts of wired core.

Finishede.
Speclflcatlbns for Command Changes.

Many minor changes will have to be made to ¢the command
system. Qulte a few of these can be done ahead of time If a
document setting forth the standards for system commands and
subroutines is published. MTB-243 describes the necessary
changes. B

Error and Exception Handling Improvements.

The system Ils able to recover from the cases of “no more VTOC
entries on the volume™ and "no more pages on the volume.”" To
handle the second case the supervisor must move the segrent
to another volume In the 1ogical volume whirh has sufflcient
roome

Disk DIM Error Handllng Improvementse.

Improvements have been made to the disk error handliing
programse. The system®s retry strategy now takes account of
the type of error and the previous error hilstory for the
drivee These lmprovements are described In MTB-239, :

Run Minj-Service at CISL.

Until we actually run a *“service”™ of some sort, we wili not
know what the performance Is rezlly 1lke and what operatlonal
improvements are required. Instatlation at CISL also. allows
other oprojects to Integrate with the new sftorage system and
decreases the number of changes which must be made to two
verslons of Mul ticse.

The minl-service can be started without the avaltablllfy of
the new backup or the new salvager.

Service, about 5 hours a day 5 days a neek, began on December
1+ 1975. '
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CURRENT_TASKS

17.

2L

25.

26.

29.

31.

32.

Interim Backup.

Thls task modifles the current backup programs to dump and
refoad the new directory quota cell and the loglcal volume ID
for a directorye. This change alliows the current
incrementai/catchup/compiete dumper to be used for backup
until a new version s designed and built.

Irplementation of Hardcore Primitlves for Backure.

The hardcore primitives to support the new backup system must
be able to maintaln the {ist of modifled segments on each
physical votume for the use of Incremental dumplng;’ and to
activate and dump or reload a segment by volume ID and VTOC
Index without referencing the branche

Implementation of Backup Oumping Progrqms,

The new complete and Incremental dumping programs can be much
simpler than the current dump programse, slnce all hlerarchy
walklng and access forcing code is'eliminateds The hardcore
primltives do most of the worke These programs are easy
glven the format of the output records to be produced.

Implementation of New Reload and Retrievee.

The reloadlng and retrleval programs wlli use the output of
the dumping programs to reconstruct volumes and to recover
the contents of single segments.

Improved Directory Formate.

This task redesigns the directory to be more esslily verlfled
for correctness. All storage system modules whlch reference
the directory must be recompllied with the new declaration.
The var ious redundancy checks are not lnserted by this task,
thoughe See MTB-221 and MT8-220 for detalis.

New Directory Salvager

Rewrlte salvager to operate on a newWw expanded dlrectory
structure, without reference to the VIOC entry.

Directory Control Checklinge

This task adds to directory control new code for malntenance
of the varlous redundancy flelds added to the directory
structure, and appropriate in-line checks and repair
operationse MTB-220 descrilbes the details of this change,
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33

K1Y

35.

37.

38.

Phase IVt Make System Insfallab!e.

Once system reilablilty and performance are acceptable, the
new storage system ls ready to be Install ed at MIT,

The first version of the new storage system to be instalted
at MIT wlll not have all the functlonal Improvements which
Will be provided nith release 4.0. In particular, the final
salvager system [s not requlred, and the Interim backup wilt!
be usedes The ability for a user to request the mounting of a
fogical volume will not be present in thls version of the
system. What wlill be provided lIs the reformatting of disk
storage and directorles and the consequent l1lmprovements |in
reliabitlity.

MTB-238 describes the contents of this intallatione.
Target date! January 1976.
Formallitles of Submlsslione.

Thls step covers filllng out submisslion forms, auditing of
all oprogramsy, running final performance runs, filxing
last-minute problems, etc. '

Phase V: First Instatiation at MIT.
Target date! January 18, 1976,
Master Directory Operationse.

Thls task adds ring-{ support for operatlons on master
directories. User calls are createy, delete and liste. The
create_dir and delete_dir commands need modiflcation for this
casee.

The ring-1 programs will use the Logical Volume Reglstration
Flle (LVRF) and the Master Oirectory Control Segments
(MDCSs) . Adminlstrative commands to manage these data bases
are necessary. Ffor the volume tibrarlan, we need reglster,
unreglster, modify, and flst. For the volume administrator
we need permit, denys, and liste.

Ring 1 Voilume Mount Module.

When a loglcal volume is to be mcunted, the LVRF must be
consuited to find the list of physical volumes to be mounted.

Calls must then be made to RCP to mount each of the physlical

volumes, the volume fabels must be checked,y, and the hardcore
must be called to teil It that the volumes are écceptede.



MULTICS TASK REPORT MTR-112 page 10

39.

40.

Li.

42

L3e

User Request to Connect Logical Volume.

User requests to connect to a loglcal volume wlil be passed
through RCP. If the user process ls permitted to connect to
the loglcal volume, the hardcore wlil be Intormed of the
connectlion, a counter assoclated with the toglical volume witl
be Incremented, and a mount request for all physlical volumes
wlili be 1lssued, as described zbove, If they are not already
upe The 1tlogical volume wiii be disconnected when the
connection count goes back to zero as a result of users
unassligning the resource or ltogging out, or when the operator
forces the unassignment. '

Hardcore Check on Volume Connectione.

The hardcore wiill be changed by this task to reauire the
connection call from ring 1 before allowing a process to
inltlate a segment on a demountable volume, (The root
toglcal volume 1Is never demountable and other “public®
volumes can be declared not demountable.) Thls Insures that
RCP Is not bypassed, and makes sure that all programs usling
segments on removablie volumes execute Iindependently of
whether some other process has caused a pack to be mounted.
The tist of demountable physical volumes which the process lIs
connected to  wlil be stored In the PDOS or some other
per-process data base.

Phase VIt Follow-up Installatlon at MIT.

Operatlional experience will lead us to make many Improvements
to the  Interface and behavior of the storage system,
Performance measurements under actual load may aiso show use
where to concentrate our programming effort in order to speed
the system up; 1f these lmprovements are possible we will
install them soone

Target datet Apriil 1976.

Command Syé?em Changes.

These changes are the ones specifled iIn paragraph 27. in
additlon to the changes to handle new error and state
conditlonsy, the create_dir command must accept and check the
new parameter which speclifes the 1loglcal volume In which
storage wil! resldey, and the list and status commands must be
modified to show this attribute.

Phase VIIt Install MR 4.0 at MIT.

Target date?! April 1976.
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bi.

Phase VIIIt: Release MR 4.

Target Date! June 1976.

EURTHER ENHANCEMENTS

36.

46,

47.

49.

50

Backup Integration.

This task Integrates the new backup mechanlisms Into the
system and tles backup In with salvaging.

Atthough most of the parts of the new backup system wiii be
avaliable by the tlme release 4.0 Is frozen, the new backup
may not have had sufflclent testing anc operational
experience to allow us to depend upon {t.

Keep Duplicate Coples of Selecféd Volumes.

Once this task Is completed, cruclal volumes In the system
can be maintalned 1in dupllicate} all modifled pages will be
written out to both devices. In a configuration which places -
the secondary copy on a different disk subsystem from the
primary copy, the cost of maintalning two coples will be very
towe ,

Automatic Use of Secondary Volume on Errore

Once the dupiicate copy facility ls avallabie. the system can
be modifled so that when a dlsk record ls urreadable, the
system automatically swltches to the use of the secondary
COPYe

Calls to Initiallzer Process ODurlng Connectlione

Thls step causes RCP to pass all connection reguests through
the system control process, so that charglng can be done,
mount messages can be routed, and so that operator commands
affecting the request can be issued.

Bllting.

Modifications must be made to tre administrative and biltling
package to enhance the adminlstrator®s abillty to manage the
system resourcese. Some of these Improvements cannot be
specltfied until we have obtalnea some operatlional experience.





