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By Warren Montgomery

One feature of a distributed computing system that distinguishes it from more conventional
computing systems is the Iack of low-level sharing. In most distributed systems, primitive objects
(memory cells, segments, etc.) cannot be shared by processes executing on different machines. The
lack qf low level sharing in distributed systems has both advantages and disadvantages.

The lack of sharing across machine boundaries establishes those boundaries as natural
"firewalls” both for protection and reliability purposes. The use of an object requires the cooperation
©f the machine that manages that object, and thus security flaws on other machines do not directly
threaten the integrity of5 that object. Machine boundaries also contain the damage done by failures.
The software in each machine can be coﬁstructed s0 as to allow computation to proceed in spite of
hardware or software erro.rs in other machines.

The lack of low-level sharing also makes a distributed system more difficuit to implemént.
Because processes can only reference directly local objects, references to remote objects must be
"simulated™ by bringing the remote object to the local machine, moving the referencing process to the
remote machine, sending a message to a process in the remote machine that actually performs the
desired operation on the remote object, or by maintaining a local copy of the referenced object.
Sharing of an object by two processes on different machines requires coordination between the
processes in order to move the object between the machines or to manage two copies of the object.

Many applications of computers involve some form of sharing. Thus a distributed system must
provide for sharing in some way. The level at which sharing is implemented and the method of
impiementation have a great influe_nce on the kinds'of applications that can be run efficiently on a
distributed system and the way in which they benefit from distribution. A distributed system that

implements sharing at a very low level, such as Cm# [1], can run tightly-coupled applications requiring
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a high degree of sharing very efficiently by providing an envirqnment that looks like a conventional
multiprocessor system. Unfortunately, the firewall effect is lost in such a system, as each processor is
capable of referencing objects belonging to other processors without the cooperation of these
procesfsors.l

Implementing sharing at a high level, as is done by RSEXEC [2], or NSW [3], maintains the
firewall effect, but makes the implementation <.>f applications that share objects intensely more
difficult, as the implementor of the application must manage copies of shared objects. An application
requiring intense sharing will probably not execute efficiently in a distributed system in which sharing
is implemented at a high level. If objects are to be shared between non-homogeneous machines,
conventions or conversions must be established for their representation and the operations that can
be performed on them.

Before implementing a distributed system, it is useful to know the nature and extent of sharing
in the applications for which that system is intended. Sharing of objects in a computer system serves
two purposes: It reduces the amount of storage required by eliminating the need to maintain
duplicate copies of objects, and it provides a means for communication between processes because
each process using a sharea object can observe modifications made by other processes. The first of
these purposes is of dubious value in a distributed system, because duplicate copies of shared objects
may need to be maintained on several machines in order to provide all processes with efficient access
to shared objects.?- Because of the firewall effect, it also seems desirable to deliberately maintain
duplicate copies of important information in order to reduce its vulnerability to failures or security
violations. |

Communication through shared objects, however, serves an important purpose in many current
computer systems, as it is the only way in which processes can interact. Such communication
significantly complicates tihe verification of programs, however, as one cannot depend on the contents

of a shared, mutable object to remain the same while a process is using it unless synchronization is

1. For example, if one of the switching controllers in the Cmx system should fail or be corrupted, all
of the objects in that system are vulnerable.

2. In fact, in many centralized computer systems sharing of memory pages between processes is not
supported, thus each process has its own private copy of all of the objects that it references,
including pure procedures.
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imposed to preven't other processes from modifying it. Synchronization mechanisms frequently
restrict the parallelism in a system unnecessarily, as constructing a synchronization mechanism that
imposes the minimum constraints necessary to ensure correct operation of the parallel processes can
be very difficuit. Recovery from failures in a system that uses a complicated synchronization
mechanism can be difficuit, as one cannot determine whether or not a failed process has left shared
objects in a consistent state.

Because of the awkwardness of managing shared objects in a distributed system, it is
interesting to investigate alternative mechanisms for providing interprocess communication, such as
the message based systems proposed by Hewitt [4], Dennis [5], or Lampson [6],1

The Actor model [4], describes a computation as a partially ordered secjuence of events, each of
which consists of the reception of a message by an Actor. An actor which receives a message follows
a script which may instruct it to transmit additional messages to its acquaintances (actors previously
known to it or known to the message). The following of a script is not necessarily an atomic action, so
that it is possible for one actor to be processing many messages concurrently. - Actors can in this way
be shared, and if an actor has side effects, synchronization must be imposed to prevent anomolous
behavior due to such sharing [7].

Lampson’s message based model defines the only means of communication among processes to
be by message passing. The contents of the messages exchanged are not constrained, nor are the
patterns of message passing by individual processes. The lack of constraints may make systems based
on this model hard to verify.

In the data flow model, a program is viewed as a group of interconnected data flow operations,
which perform primitive operations. Each such operation performs a well defined transformation,
which receives a number of typed objects and produces a number of typed outputs. Because of the

primitive level of the operations, the construction of large data flow programs or complex data

1. The use of message based semantics does not avoid the need for synchronization, as constraints
may need to be enforced on the order of arrival of messages at processes. A message based model
does, however, make communication more explicit, and thus may make it easier to express the desired
synchronization constraints accurately. Verification techniques developed for sequential programs can
be used directly in systems employing only message-based communication, as the variables which are
manipulated by a particular process are local to that process and are not effected by other processes
that are executing concurrently.
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structures can be awkward. Extensions to the basic data flow model [8], allow the construction of
complex data structures and hierarchically structured programs. Data structures are constrained to be
immutable, so that they can be shared, just as primitive objects can be shared, without introducing
communication through the. sharing. The constraint of immutability, however, makes it difficult to
construct large, dynamic, and extensively linked databases. Such a data base may need to be
completely reconstructed each time that a modification is made, as all parts of the data base with
pointers to the modified element need to be rebuilt. Alternatively, the mutable pointers can be

"simulated” by values in transit between data flow operations, however adding new elements to a data

base implemented this way may require modifying the data flow program in addition to the objects

that it manipulates.’ |

The following paragraphs describe my thoughts on a model for a distributed system that
provides communication only through message passing, yet is efficient and robust. The comments made
on the Actors and data flow models above suggest that a good model for distributed computing must
include the following concepts:

1) Independent "processes”, whose only means of communication is through message passing.
These processes can be of all sizes, ranging from processes that implement simple functions,
such as a memory cell, to a process that responds to queries to a data base. The two
important characteristics of a process are that it communicate with other processes only
through message passing, not through shared objects, and that it be deterministic in the sense
that the actions performed by a process should depend only on the initial state of the process
and the sequence of messages that it receives. (One way to express these constraints is to
require that a process be sequence-repeatable [9], so that the sequence of messages that a
process sends depends only on the sequence of messages that that process has received and
the initial "state” of the process.)

2) A flexible and efficient means for structuring dynamic data bases. One of the serious
drawbacks of the data flow model noted above is the lack of mutable objects. The actors
model, which allows mutability, seems more appropriate. The semantics of the operations that

can be performed on a data structure in the Actors model are defined by the actors that
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implement the data itself. It would be useful to add new ways to manipulate an object without
having to re-create the object, as could be done with a model that explicitly distinguishes
between the representation of an object and the manager of that object (which implements
the operations that can be performed on the object).

3) A means to construct units that represent appropriate abstractions from units implementing
lower-level abstractions. This can be done either strictiy hierarchically, as in CLU [10], or by
the acquaintances relationship used in the Actors model. The decision of which organization to
use interacts with the goal of sequence-repeatability, as different rules must be followed to

insure that all modules that can be constructed are sequence repeatable,

The requirements above suggest an organization in which there are modules that represent
various abstract concepts, such as functional or data abstractions, which communicate via message
passing. -What remains to be specified are the rules for building new modules, the conventions for
interconnecting modules, and the rﬁeans to insuré that such a system is rabust in the face of failures
of the modules or the communfcation links between them.

The proposed organization can be viewed as a hierarchy with levels of modules. At the top
level, an application is viewed as a collection of communicating modules, which exchange messages
among themselves in either a fixed or variable pattern. Each of these modules can in turn be viewed
as an application which is constructed as a collection of modules. There is no sharing in this
hierarchy, 56 that the sets of modules used to implement two different modules at the same level in
the hierarchy are always‘disjoint.

Programniing in this system consists of describing an application as a collection of
communicating modules. When such a program is executed, instances of the modules used are created
and instalied in the application. Each instance of a module is completely independent of other
instances of that module, and shares only the specification of what it does. Modules are building
blocks like integrated circuits, in that complex structures are built up from interconnections of

relatively few types of primitive components.



DRAFT : -6 - December 20, 1977

The modules implement primitive processing steps known as transactions, in which a set of input
values is absorbed by a module and a set of output values is produced. The transactions performed
by a process are atomic in that they do not overiap in time.l The operation of a process is required
to be sequence repeatable in that the transactions that it performs and the values produced by those
transactions must depend only on the sequence of input messages and the initial state of the process.
For example, a process that implements a true random number generator, With each transaction
producing a random output value, would not be allowed. A pseudo-random number generator, in
which each output depends on the last value produced, is a sequence-repeatable process.

In addition, many modules may be memoryless (repeatable' in Henderson’s terminology [9])
meaning that the outputs of each transaction depend only on the inputs to that transaction and not on
the previous history of the module. The implementation ruies for the structure of modules that can be
used to implement a particular module must be carefully chosen so as to maintain sequence
repeatability. It is possible to construct a module that is not sequence repeatable from a collectio.n of
modules that are.

Modules can be classified by whether or not they are memoryless, and by the pattern of
message passing among them, or equivalently by the set of modules to which the outputs of a module
are sent. This set can be fixed, and established when a module is bound into the implementation of an
application, or dependent on the inputs to the current transaction, or dependent on the sequence of
inputs to the module. By restricting the way in which modules can be interconnected, we can
guarantee that an application constructed of interconnected modules is sequence repeatable.

Modules can be used to represent the familiar concepts of current programming languages.
Decisions can be made by directing the outputs of a module to one of two possible destinations, based
on the inputs to the transaction being processed. Loops can be represented by memoryless modules
that direct their outputs back to themselves. Procedures can be represented by modules that direct
their outputs back to the the process that supplied the inputs to the current transaction. These

constructions will be explored more thoroughly in later memos.

1. This is one important aspect in which my model differs from the Actors model in that the
processing step performed by an Actor when it receives a message may overlap with the processing
of other messages, as noted eariier.



DRAFT -7~ December 20, 1977

An error in a computer system has frequently been treated as the failure of a function to
conform to its specifications. While errors of this nature do occur in distributed systems as well as in
centralized systems, they are generally less frequent than the temporary or permanent loss of
information or processing ability due to failures of the nodes of the system or the communication links
which connect them.l Such errors are not well modeled by the conventiona! treatment above because
they tend to occur asynchronously with respect to other processing activity, and are not caused by
the failure of any specific function, but are detected when a requested operation fails to complete or
produces unexpected results. These failures aiso explicitly involve the notion of time.

We therefore define an error in a distributed information system to be the loss of information
or processing capability for some period of time (which can be infinite). Several goals may be desired

in dealing with this kind of error,

1) Minimize the probability that a particular unit of information is unavailable at any time.

2) Maximize the probability that a particular operation can be performed, even if processing
capabilities are lost.

3) Maintain a group of information holding objects consistently, such that some predicate
describing consistent states of the group is always satisfied.

4) Perform transactions operations atomicaliy, such that either -all or none of the effects of
performing such a transaction are seen at all times.

Several algorithms have been developed to reduce the probability of information loss by
maintaining duplicate copies of vital information [11,12,13,14].2 These seem sufficient to guarantee the
availability of data with high probability at the cost of maintaining redundant copies and increasing the
difficulty of performing updates. One can increase the probability that a particular operation can be
performed by performing it on several machines and using some voting scheme to determine which

results to accept. Thus reliable operations can be obtained at the expense of wasted processing

. In this section, we are primarily concerned with failures of the machinery required to execute a
program for an application (hardware, operating system, communication links, etc.) rather than errors
in the program itself. Programming errors can be eliminated by careful debugging or program
verification, however, failures of the underlying machinery remain a significant problem, especially in a
distributed system.

2. The Lampson and Sturgis algorithm [13] is somewhat different from the others in that it is not
intended to provide reliable storage of data, but provides atomic transactions by maintaining duplicate
copies of the information necessary to complete a transaction that has been started.
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capability and some complexity in determining their resuits.

Performing atomic operations‘ and maintaining consistency are closely related. Operations
performed on consistent sets of objects must appear to be atomic, as a partially completed operation
co_uld leave such a set in an inconsistent state. Atomic operations alone do not insure that the objects
on which they operate remain consistent if objects can be individually modified or destroyed by
failures. While consistency cannot be maintained in the face of all possible failures, algorithms canvand
have been developed to perform atomic fransactions and maintain consistency in spite of some
restricted classes of failures.

In a message based system, reliability can be achieved by implementing operations as atomic
trans.actions, implementing their state as a consistent set of objects, and using redundant copies and
error-detecting and correcting communication protocois to minimize the probability that messages sent
between modules are lost. Critical operations can be replicated on several machines in order to
increase the probability that they can be performed.

The lack of write-sharing in a message based system reduces the difficulty of maintaining
writeable objects consistently and reliably. Changes made to objects are observable only to the
process making those changes and need not propagate to a large set of observers. Communication
between processes must, however, be reliable so that the sequence of messages received by a
process accurately reflects the sequence of messages that that process was sent. If this is not the
case, then there is no way to distribute updated versions of objects and guarantee that the updates

are received by all observers.
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