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1. Introduction ‘

I propose to design a Routing Service for the campus cnvironment as a thesis toward the
degree of Master of Science in Computer Science. This work will be performed under the
supervision of Professor Jerome H. Saltzer at the laboratory of Computer Science at MIT.

1.1 The campus environment

The campus environment has been characterized in considerable detail in [1]. Perhaps the
single most important property of a campus-wide network is that it is limited to a single political
and administrative boundary and, therefore, permits installation of low-cost, high-bandwidth
technology. The number of data nodes that need interconnection is in the thousands and, therefore,
Jocal network interconnection strategics like [8][91[10L{11),[12]. or [13] are rot feasible solutions.
Also, a campus wide network is cxpected to have a relatively loose administration and it will be
administered only partly with central planning. A campus-wide network can also be expected to
have a multiplicity of protocols. In fact, the diversity of technologies available in the computer
world today and the variety of interests likely in a campus community will be inevitably reflected in
a campus environment. Therefore, it is imperative that any interconnection strategies for the campus
environment should be designed to work with all kinds of technologies for network hardware,
protocols etc. and, in fact, the strategics should idcally evolve with changing technologics. This calls
for a modular approach to the whole problem so that changes in implementation, in response to
changing technologies, remain local as far as possible. One important consequence of this line of
thinking is that routing strategics should deal only with routing and they should require minimum
assumptions about other nctwork functions and in turn these routing strategics should impose as
few constraints as possible on the rest of the system. '

1.2 Source routing for campus-wide internet transport

Source routing has been proposed in [1] as the mechanism to support internet addressing.
The main advantage of Source Routing seems to be the modularization of network function that it
provides--target identification and routing can now be separately done. There are other advantages
to using a Source Routing mechanism. Gateways are much simpler because routing and target
identification decisions are no longer made there. Simpler gateways lead to faster routing and this in
turn leads to a better utilization of the available bandwidth. A precise control over routes can now
be achieved and this directly aids trouble location, policy implementation, class-of-service
implementation, and FIFO implementation. Source Routing allows the cocxistence of scveral
experimental routing policies without a major rehaul of network implementation. 'The problem now
is that for any node to be able to send a packet over the network, the node has to somchow deduce
the complete route that the packet must take to reach its destination. This cither calls for extremely
sophisticated nodes or a sophisticated "Routing Service". Clearly, it is not feasiblc to ask cach node
to undertake the oncrous task of finding out routes on its own. Using a network service for routing
to be shared by each node in the nctwork brings the benefit of economy of scale. The task of this
Routing Service would be to maintain current information about network topology and perhaps



class-of-scrvice information about various subnetworks and gateways and to use this information to
act as an identity resolver and a .routing information dispenser. What should be the key
requirements of such a service? What arc the major problems that will have to e solved in order to
design such a service? These questions arc discussed in the following scction.

2. A closer look at the probiem ,
‘This section looks at the problem in more detail. It describes what exactly a Routing Service
should do and the key requirements along with a discussion of the major problems.

21 What exactly should a Routing Service do?

[t is important to realize that services, nodes, ports, and paths (or routes) are four distinct
entities in a network—the service is the resource that we are looking for, nodes are the places (or
pieces of hardware) that a scrvice may reside on (there may be zero or more nodes associated with a
service and these may change with timc), ports are the connection points in the network (there may
be zero or more for each node in the nectwork), and a path is how to get from one port in the
network to another (there may be zero or more paths possible for each pair of ports). A name
service is expected to map the name of a service into the nodes where the service resides. The
Routing Service accepts a query from a port about a destination node and returns a path from the
port (that made the enquiry) to onc of the ports to which the destination node is connected. As part
of its job thce Routing Service may first map the destination node into the ports that it is connected
to and then find a path from the port that originated the enquiry to onc of the ports that the
destination node was connected to. The criterion for choosing one path out of the several possible is
a design decision and an important onc at that.

Looking back, onc can sec that the problem is rcally one of keeping tabs on bindings that
may change with network operation and finding them when the need arises—firstly the nodes that a
service is bound to, secondly the ports that a node is bound to, and thirdly the paths that a port is
bound to. The Name Server takes care of binding services to nodes and it is left to the Route
Server to take care of the rcmaining bindings. Since the Route Server will return only one route
and several may be possible, it is necessary to decide what mechanism the Routing Service should
use to sclect one out of the many possible routes that the destination node may be bound to with
respect to an origin port.

2.2 The key requirements of the design

a) We are working in a distributed environment:

All nodes in the network are pretty much autonomous and independent cntities and
they communicate with cach other by sending messages to each other over the network to
which they arc connected. This structure has to be reflected in the design of the Routing
Service. Although, a campus wide network is expected to have a lot of incxpensive
bandwidth, sending messages over the network can still be quite expensive in terms of the



amount of time taken for a miessage to travel from one end of the network to another. The
number of messages that a Routing Service has to send and receive for it to function
properly should be kept low especially when this directly affects the time that it takes to
respond to users.

Although, local nect routing and long-haul net routing have also to operate in a
distributed environment, significant design differences can arise because bandwidth in the
campus environment is a more scarce commodity than in the local nct casc and a less scarce
commodlty than in the long-haul net case.

b) The Routing Service should be rcliable:

This requirement might be partially met by keeping the Routing Service as simple as
possible. Therefore, in the design of the Service an effort will be made to keep the frills
out. If at all any frills are retained it will be those that will be extremely hard to incorporate
in the design once the Routing Service is implemented i.c. those frills whose design would
require an effort quite orthogonal to the current design effort are most likely to be
discarded. Simplicity in the design of the Routing Service is also likely to effect an
improvement in maintenance cost, recovery time, trouble location etc..

~ Reliability of the Routing Service also means that it should face up to any changes

in the network topology or its connectivity. Reliability is a necessary requirement even in
the local net and long haul case but the kinds of changes possible and their frequency is
different in the campus cnvironment. What kinds of changes are possible in the campus
environment in any case?

1. A gateway, subnetwork, or node breaks down or comes up again.

2. A new node is installed.

3. A new gateway or subnetwork is installed.

Therefore, routes should not be established only once at the time of network
installation but rather the Routing Service should be able to update routes based on new
information. However, it is entirely plausible that some changes may be such rare events
that it might be wiscr to just restart the Routing Service instead of building into it the *
ability to respond sensibly when such a change does occur. For example, a new gateway or
subnetwork is not likely to be installed every.day and, therefore, it is is not at all necessary
for the Routing Service to be incrementally responsive to such changes. ’

¢) The Routing Service should be reasonably fast:

It was mentioned in 1.2 that onc the advantages of Source Routing is that it makes
gateways almost trivially simple and that this might help to make good use of the cheap
and abundant bandwidth available. If we now had an inordinately slow Routing Service, it
would wipe out all the advantages of trying to speed up routing through gateways. In fact,
this brings up another point. In the design process, we will have the option at several stages
to make the Routing Service vary in sophistication along various axes e.g. the information
gathered by the Routing Service may range from just topology or connectivity information



d)

to detailed class of scrvice information about the traffic, gateways, subnets etc. Another
cxample is the amount of computation required to compute good, better, or best routes. In
all these cases it should be reinembered that the philosophy behind a campus environment
and a long haul cnvironment (like the ARPANET) is most drastically affected by the fact
that the first has a lot of bandwidth to throw around and in the sccond case bandwidth is a
critical resource. Therefore, there is no need to squeeze out the last ounce of bandwidth in
the campus environment. The Routing Service can afford to be sub-optimal in conserving
bandwidth if in the process we have bought ourselves simplicity, or we have decreased the
time that it takes the Routing Service to process querics. To sum up this requirement, the
Routing Service should be designed so as not to be a bottleneck in the campus
environment,

The Routing Service should require minimal support from the rest of the systcm:

This requirement is mainly to ensure that we actually use the opportunity to
modularize the routing function. As I mentioned in 1.2, target identification and routing can
be scparately performed in the campus environment. However, we have to ensure that no
built-in dependencies creep into the design of the Routing Service. Moreover, trouble
location and recovery are facilitated by kecping the dependencies low. Distributed systems,
in general, have a potential for being more reliable than other systems based on central
processors. Making the Routing Service self-supportive to as great an extent as possible will
go a long way towards making thc Service robust and modular.

The Routing Service should scale gracefully for larger networks:

A scrious attempt should be made to provide scaleability in performance (in terms of
response time, rcliability ectc.) for the Routing Service. '

It is claimed that distributed systems are intrinsically more reliable than centralized
systems. This claim is only justiﬁcd if the system is designed to exploit the existing
potential. If, for example, the system is designed to scale gracefully, redundancy can be
used to make the system more reliable.

It is entirely plausible that the campus-wide network may grow much too large for
one Routing Service to handle efficiently. One approach to the problem is to partition the
network into smaller units which single Routing Servers can handle. There may be other
good reasons, in fact, for the network to be partitioned into several smaller units. Much like
telephone zones, it is likely that there will be zones consisting of scveral adjacent subnets
where most of the traffic originating in those zones will be dirccted to nodes within the
respective zones. It is quite wasteful in this situation to force the Routing Server in one
such zone to maintain information on all the nodes in the network. It is also not'a good
idea to compute routes to all the nodes in the network if 98% (say) of the routes to nodes
outside a zone are not used at all. There is another scenario in which it makes good sense
to partition the network into smaller units. Let us consider the case of two large campus-
wide networks -- one in M.LT. and another in Harvard -- connected together by exactly one



gateway. It clcarly does not make sense to require the Routing Service in M.1'T.'s campus-
wide network to know about the Harvard network in any intricate detail if all the messages
from the MIT nct are going to go through a single gateway connccting the two nets
anyway. Morcover, the Harvard administration may not want outsiders to know about the
innards of their network. Now that we have built up a good case for partitioning the
nctwork, how can we actually make the system tick with a different Routing Server for each
part?

Figure 1 shows a network partitioned into ten different parts. Each part consists of a
number of subnetworks and different parts are connected by any number of gateways. It is
useful to consider the general case of a network in which some part is isolated from the rest
of the system. The network may be designed to be completely connected but failures may
cause parts to be isolated temorarily. Let us also assume that cach part is administered
scparatcly by a Routing Server. Thercfore, the Routing Scrver for part §, for example, will
only calculate routes from nodes within 5 to any other node in 5. Now, if a node (call it
"abed’) within 5 wishes to communicate with another node (call it "efgh’) in part 7 and asks
its Routing Server to find the route to ‘cfgh’, then Routing Serves 5 will have to do
something like the following to find such a route. Route Server 5 will send out requests to
adjacent Route Servers i.c. Route Servers 1,2,3,4,6,9, and 10 to help it find the route to a
node called ’'cfgh’. Each adjacent route server will then look at the request and find that
‘efgh’ is not in its part and then cach Route Scrver will send further requests on behalf of
Route Server 5 to help find a route from part 5 to 'efgh’, One such request (let’s say the
one from 6) will cventually reach Route Server 7 which will eventually notice that ‘cfgh’
belongs to its jurisdiction. Route Server 7 will send some information to 6 which will itself
add some morc routing information to the previous information and finally send all this
information to Route Server 5. Route Server 5 will then finally put together a route from
"abed’ to “efgh’ and send this information to "abed’. The problem is to coordinate this whole
process so- that it works in all situations.

The Routing Server should maintain a good usecr interface:

As far as possible, the Routing Service should pamper the user. let me give an
example. Let's say that the Routing Service maintains class-of-service information about
subnets and gateways. The user should be able to inspect the class-of-service information
about the gateways and subnets on any route. If, for example, the user wanted to gét a
route which did not pass through a certain gatcway because its class-of-service information
did not meet ‘the user’s requirement, it should be possible to do so.

However, having a good usecr interface will only be a sccondary objective. This
requirement will lose out if it conflicts with the requirement of reliability or of the Routing
Service being fast ectc.



Figure 1

The campus-wide network partitioned into ten parts



3. Schedule of Tasks

Assuming a nominal 360 hours for the rescarch and preparation of the ihesis, the division of
time for the various sections is outlined as follows: approximately onc third of the time (120 hours)
was spent during the fall term of 1980 in rescarching the work done in routing by other people, and
coming up with a rough outline of the proposed design. Approximately one third of the time (120
hours) will be spent in further refining these ideas towards a final design. This work should be done
by the beginning of April. The last third (120 hours again) will be spent writing the thesis and
getting it into a final form. The thesis should be complete by June 1981.
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