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Executive summary

Ã Data replication reduces the access latency of non-uniform caches (NUCA)

ÄBut replicating too aggressively leads to more cache misses

Ã Prior adaptive techniques focus on which data to replicate at each core

ÄData that is not replicated locally still incurs high latency

Ã Nexus instead focuses on how much to replicate across the system

ÄChooses the best number of replicas for the whole read-only working set

ÄLets cores access replicas beyond their local bank 

ÄOutperforms a state-of-the-art replication technique by up to 90%
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Key problem is what data to place 

and where to place it on chip
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Replication reduces the distance to read-only data

5

Cache replicated read-only lines locally and check the local bank first. 

Upon a miss in the local bank, check the directory (at lineõs original location).

Replicating too aggressively causes 

more cache misses than no replication 
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ASR [Beckmann, MICRO 2006],

SP-NUCA [Dybdahl, HPCA 2007],

ECC [Herrero, ISCA 2010],

Locality-aware replication [Kurian, HPCA 2014])

Adaptive replication in directory-based dynamic NUCAs

6

Be selective aboutwhich lines to replicate, but always replicate 

them in the coreõs local bank.

Read-only data that is not replicated 

still causes high latency
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Nexusspreads replicas across nearby banks to replicate more

7

Threads sharea read-only data replicawithin a core group cluster

All threads enjoy fast access to all read-only 

data by replicating beyond their local bank
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An experiment to show why and when Nexus is better
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A multithreaded workload that regularly scans over shared read-only data 

Data no longer fits in LLCHigh average latency
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9
Data fits in the local bank Some data is replicated in the local bank, 

but most data stays remote

Previous replication techniques are ineffective when the read-
only data does not fit in the local bank
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Nexus allows replication even when read-only data cannot 

fit in the local bank

10
Data fits in the local bank,

each thread owns 1 replica

1 replica shared

by every 4 neighbors

1 replica shared

by every 16 neighbors

1 replica shared

by all threads

Ҧ Same as S-NUCA

A significant latency 

reduction over prior work! 
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Recent directory-less dynamic NUCAs enable

replication beyond the local bank

11

Data placement is controlled using the virtual memory system 

and does not require a global directory

Data can be dynamically mapped to nearby 

banks and shared by arbitrary cores
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Threads

Replicating 4 times works best 

(4 x 4MB read-only = 16MB)

Read-only

data (4MB)

16 MB LLC capacity

Choosinghow muchto replicate is more 

important thanchoosing which lines to replicate 
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