Nexus: A New Approadb
Replicationn Distributed Shared Cache

Po-An Tsal Nathan Beckmann, and Daniel Sanchez

I I I I I {i’/ﬂ% gfchool c;! (]ZIonl’ljputer Science

CSAIL




Executive summary



Executive summary

Data replication reduces the access latency ofumdiorm caches (NUCA)
But replicating too aggressively leads to more cache misses



Executive summary

Data replication reduces the access latency ofumdiorm caches (NUCA)
But replicating too aggressively leads to more cache misses

Prior adaptive techniques focusvamch data to replicate at each core
Data that is not replicated locally still incurs high latency



Executive summary

Data replication reduces the access latency ofumdiorm caches (NUCA)
But replicating too aggressively leads to more cache misses

Prior adaptive techniques focusvamch data to replicate at each core
Data that is not replicated locally still incurs high latency

Nexus instead focuses loow much to replicate across the system

Chooses the best number of replicas for the whole oadworking set
Lets cores access replicas beyond their local bank
Outperforms a stat@f-the-art replication techniguiey up to 90%
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The lastevel cache (LLC) has become distributed anc
noruniform (NUCA)
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Static NUCA (8IUCA)
spreadsdata usinga fixed line-to-bank mapping
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Static NUCA (8IUCA)
spreadsdata usinga fixed line-to-bank mapping
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Replication reduces the distance to ready data

Cache replicated reawnly lines locally andheck the local bank first
Uponamissimt he | ocal bank, check the di

Threads LLOlata
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A, B, C, D are local,
but replicatedines compete for
cache capacity with other data

Replicating too aggressively cause

more cache misses than no replicat
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Adaptive replication irdirectory:based dynamic NUCASs

Beselectiveaboutwhich linesto replicate, butalways replicate
theminthecor eds | ocal bank.
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A Is nearby,
but B, C, D are still far away
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Nexusspreads replicas across nearby banks to replicate mo

Threadsharea read-onlydata replicawithina coregroup cluster

Threads LLOlata

A Is local
B, C, D are just one hop away

All threads enjoyastaccess to all readnly

data by replicating beyond their local bank
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An experiment to show why and when Nexus Is better

A multithreaded workloathat regularly scans over shared reaaly data
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Data placement is controlled usthg virtual memory system
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Recent directoriess dynamic NUCAs enable
replication beyond the local bank

Data placement is controlled usthg virtual memory system
and does not requira global directory

Threads LLdata

Data canbe dynamically mappedo nearby
banks and shareby arbitrary cores
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Replicating 4 times workgst
(4 x 4AMB readonly = 16MB)

Readonly Threads ? ? ?jl ?]

data (4MB) ?
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Choosinfpow muchto replicate Is more

Important tharthoosingvhich linesto replicate
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The number of replicagplication degrees important
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