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**Summary**

We propose a self-supervised deep learning approach that decomposes sprite-based video animations into a disentangled representation of recurring graphic elements. By jointly learning a dictionary of patches and a model that places them onto a canvas, we deconstruct sprite-based content into a consistent and explicit representation that can be easily used in downstream tasks, like editing or analysis.

**Pipeline Overview**
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**Comparisons**
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**Results: Sprite-based Game Deconstruction**
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**Results: Unsupervised Natural Video Segmentation**
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