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Set functions

ground set
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F:2Y 4R

cost of buying items
together; or

utility, or
probability, ...



Machine Learning

training examples learn model

prediction
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Machine Learning

training examples




Informative Subsets

* Compression
* Summarization

* Placing sensors
* Designing experiments

F(S) = “information”




Machine Learning

training examples learn model

prediction




Variable (Coordinate) Selection

=

_

Only use few coordinates of x in f(x7 w)

d
1=1

U F(S) = “coherence”

OOODOOONDA



Machine Learning

prediction




Summarization & Recommendation

News

Top Stories
Donald Trump
Boston Celtics
Saudi Arabia
Pippa Middleton
Preakness Stakes
Liverpool F.C.
Arsenal F.C.
Destiny 2
North Korea
Riyadh

Cambridge, Massachus...

Suggested for you
World

us.

Business
Technology
Entertainment
Sports

Science

Health

Spotlight

U.S. edition ~

Top Stories

Modern ~

»

Trump Urges Muslim Leaders to Purge Their Societies of 'Foot Soldiers of Evil' A
New York Times - 2 hours ago

President Trump spoke about a renewed effort to stamp out extremism during a centerpiece speech to Muslim leaders in Saudi Arabia on Sunday.
Related

Donald Trump »
Saudi Arabia »

Donald of Arabia Politico
Bergen: The real reason Saudis rolled out the reddest of red carpets cnn

Live Updating: Trump calls on Muslim nations to unite in fight against terrorism - live updates CBS News

ress  RadioFreel

Why Pence'’s frustration feels like déja vu
CNN - 1 hour ago
Washington (CNN) A new, critical Trump administration vacancy. A vexed VP. And the domino effects of the special counsel investigation.

Dramatic Video Captures Sea Lion Dragging Little Girl Into Water From Pier

NBCNews.com - 45 minutes ago
A cellphone video d the nerv ing rescue of a young girl who was grabbed by her dress and dragged into a Canadian harbor by a sea lion on
Saturday.

Sheriff David Clarke denies plagiarism, calls reporter a 'sleaze bag’
ABC News - 3
Milwaukee County, Wis. Sheriff David Clarke speaks at the Republican National Convention in Cleveland, July 18, 2016. 0 Shares. Email.

3 hot

North Korea tests another missile; Seoul says dashes hopes for peace
Reutt
SEOUL North Korea fired a ballistic missile into waters off its east coast on Sunday, its second missile test in a week, which South Korea said dashed the hopes of
the South's new liberal government for peace between the neighbors.

s - 4 hours ago

Republicans Watch Their Step in a Slow Retreat From Trump

Personalize

Personalize Google News
Suggested for you

World

us.

Business

Technology

Entertainment

Sports

Science

Health

Add any news topic +

Examples: Astronomy, New England Patriots, White House
Adjust Sources

Adijust the frequency of any news source +
New York Times

Fox News
CNN

ESPN

Recent

Settings | Reset ' Help

Spain's Socialists reelect hardliner
Sanchez in leadership vote

New York Times - 1 hour ago
Senator Marco Rubio of Florida speaking to reporters on Capitol Hill this month. He and other Republicans have said they need more information about the firing of 1
James B. Comey, the F.B. Ll |
<
. If
Suggested for you » : E
F
Reese Witherspoon Visits Her Old Dorm Room at Stanford and Meets the Current Tenant
PEOPLE.com - 5 hours ago
Reese Witherspoon was on campus to speak at an event for the Stanford Graduate School of Business. \
Lterociod o ciooeocd lohc oo iy

F'(S) = relevance + diversity or coverage
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Machine Learning and Set functions

e/ QOVODDDDOVDN %

e

Common formalization: Find a set S that
maximizes / minimizes a set function F(S)

o difficult: 2'°° possible subsets for just 100 items ®

* This is large!
fold a sheet of paper 100x. Height of the final pile:
210x 0.1mm = 13.4 billion light years!



Machine Learning and Set functions

e/ OOVDVDVDODN %

Common formalization: Find a set S that
maximizes / minimizes a set function F(S)

o difficult: 2199 possible subsets for just 100 items ®

* Special properties help! (“10cm”) ©
Submodularity



Roadmap

* What is submodularity and where does it come up?

* Optimization with submodular functions

* Further connections & directions



Sensing

) = all possible locations
F(S) = information gained from locations in S



Marginal gain

* Given set function F' : 2V — R

* Marginal gain: F(S|A) = F(A U {S}) — F(A)

NEw Sensor S

15



Diminishing gains

placement A = {1,2} placement B={1,2,3,4}
T, okl
& i {i
i b
AR et | < Ao
Big gain
forall AC B

and s notin B

F(AUs) —




i
Diminishing marginal costs

ACB

~
b

S~~~ ~——
A B
F(AUs) — F(A) >  F(BUs)— F(B)
extra cost: extra cost:

one drink free refill ©



Submodular set functions

* Union-Intersection: forall S, T" C YV

F(S) + F(T) “T) + F(SNT)



Example: cover

U area(v)




Example: sensing

(n—1, Y,
@ O®HveaE
X

*)) = random variables we can possibly observe

e Utility to have sensors in locations A:

F(A) = HY) — HY | X4) =I1(Y;X,)
/ ,\ Mutual
uncertainty about uncertainty about

temperature temperature
before sensing after sensing

information



Example: entropy

Xi,...,X, discreterandom variables

F(S) = H(Xg) = joint entropy of variables indexed by S

Exercise: meaning of diminishing returns here?



Example: entropy

Xi,...,X, discreterandom variables

F(S) = H(Xg) = joint entropy of variables indexed by S

discrete entropy is submodular!



Recommendation & Summarization

News US.edition - Modern ~

Trump Urges Muslim Leaders to Purge Their ¢
President Trump spoke about a renewed effort to stamp out extremism d
Donald of Arabia Politico

Bergen: The real reason Saudis rolled out the reddest of red carpets cn!

Live Updating: Trump calls on Muslim nations to unite in fight against ter

We want:;

relevance & coverage

If you bought 1 diversity
you may want

to add ...

Europs NN

‘Associaled Prass  RadioFreeEy

Why Pence's frustration feels like déja vu
CNN-1 hour ago
Washington (CNN) A new, critical Trump administration vacancy. A vexed VP. And the

Dramatic Video Captures Sea Lion Dragging Little Girl Into Water Fr

NBCNews.com - 45 minutes ago

A cellphone video captured the nerve-wracking rescue of a young girl who was grabbe
ay.

Sheriff David Clarke denies plagiarism, calls reporter a ‘sleaze bag'

Milwaukee County, Wis. Sheriff David Clarke speaks at the Republican National Conve

North Korea tests another missile; Seoul says dashes hopes for pe:
Reuters - 4 hours ago

SEOUL North Korea fired a ballistic missile into waters offits east coast on Sunday, it
the South's new liberal government for peace between the neighbors.

I ° .
Republicans Watch Their Step in a Slow Retreat From Trump
New York Times -1 hour ago

Senator Marco Rubio of Florida speaking to reporters on Capitol Hil this month. He an
James B. Comey, the F.B.

Suggested for you »
Reese Witherspoon Visits Her Old Dorm Room at Stanford and Mee
EOPLE.com - § hours ago
L
Reese Witherspoon was on campus to speak at an event for the Stanford Graduate S




What could F(S) be?
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Example: graph cuts

cut for one edge: @_@

F(S) + F(T) F(SUT) +F(SNT)
F({u}) + F({v}) = F({u,v}) + F(0)

D) = 60—

e cut of one edge is submodular!
* large graph: sum of edges

sum of submodular functions is submodular



Examples of submodular functions

* Discrete entropy
* Mutual information

e Matrix rank (as a function of columns)

* Coverage
* Spread in social networks

* Graph cuts
* ... many others!



Submodular functions (almost) everywhere!

THEORY OF CAPACITIES (')
by Gustave CHOQUET (*)(®).

INTRODUCTION

This work originated from the following |
significance had been emphasized by M. Brelot
Is the interior Newtonian capacity of an ar
subset X of the space R® equal to the exte
capacity of X?

o 3. PRy -

Cores of Convex Games?)

By LLOYD S. SHAPLEY ?)

ct: The core of an n-person game is the set of feasible outcomes tl
coalition of players. A convex game is defined as one that is ba

paper it is shown that the core of a convex game is not empty
- structure. It is further shown that certain other cooperative solu
way to the core: The value of a convex game is the center of gravis

I VS M Y% SRS Y G SR I I (P I I N S ‘P

Submodular Functions, Matroids, and Certain
Polyhedra*

Jack Edmonds

National Bureau of Standards, Washington, D.C., -

The viewpoint of the subject of matroids, and related areas of lattice theory,
has always been, in one way or another, abstraction of algebraic dependence or,
equivalently, abstraction of the incidence relations in geometric representations
of algebra. Often one of the main derived facts is that all bases have the same
cardinality. (See Van der Waerden, Section 33.)

Submodular functions and convexity

L. Lovasz
E6tvos Lorand University, Department of Analysis I, Mize
Budapest, Hungary

0. Introduction

In “continuous” optimization convex functions play a central role. Bes
mentary tools like differentiation, various methods for finding the min
a convex function constitute the main body of nonlinear optimizat

P BT SRR S ERE TR S-S SRS N » R



Submodular functions (almost) everywhere!

submodular

functions




Why are convex functions so important? (Lovdsz, 1983)

* “occur in many models in economy, engineering and other
n

sciences”, “often the only nontrivial property that can be stated
in general”

* preserved under many operations and transformations: larger
effective range of results

e sufficient structure for a “mathematically beautiful and
practically useful theory”

e efficient minimization

“It is less apparent, but we claim and hope to prove to a certain
extent, that a similar role is played in discrete optimization by
submodular set-functions” |[...]

they share the above four properties.




Submodularity ...

discrete convexity ....

.

>

... Or concavity?

30



Roadmap

v'"What is submodularity and where does it comes up?

* Optimization with submodular functions

* Further connections & directions



Monotonicity

if SCT then F(S)< F(T)




Maximizing a submodular function?

max F(S) sit. S| <k

NP-hard ®



Maximizing a submodular function?

max F(S) sit. S| <k

greedy algorithm:

So =10
fori=0,..., k-1 S ]

*=a ax F'(S;U{e ’ R,
e 'y max. ( {e}) / .

Sz'_|_1 — Sz U {6*}

How “good” is S ?



How good is greedy?

empirically: Theorem (Nemhauser, Wolsey, Fisher 1978):
9 ' ' If F is monotone submodular, then
8t - Greedy is guaranteed to achieve at least
= greedy 63% of optimum:
80
c . 1 .
Fisy = (1- 1) F(s")
© e
£ o
B
4
Why is this amazing!?

1 2 3 4 5 .
Number of sensors placed Does it alW&)’S work?



Greedy can fail ... without submodularity

SHEHF O KHCRpHE

¥ N * iKW YR But: this never
et et RO
FHCFHESHFHD g

returns! ©

then F'(S) = 100.
Otherwise, F'(S) =0




Recap: why does plain greedy work?

$HEH

-n-'-!-'-l!;ii: ‘
B M ‘
LE- T A

1. Submodularity: global information from local information

Marginal gain of single item gives information about global
value

2. Monotonicity: items can never harm (= reduce F)



Beyond greedy?

e Other constraints?
* Non-monotone functions?

 Large-scale greedy?

Greedy++



More complex constraints: budget

max [F'(S) s.t. Zc(e) <B

ecS

1. rungreedy: Sgr
2. runa modified greedy: S,,.4
F S@U — F Sz
 or e P51 U{eD) = F(5)

e c(e)

3. pick better of Sgrr Stod even better but less fast:
partial enumeration

1 or
\/E filtering

=» approximation factor:

1 —




U
Relax: Discrete to continuous
max F'(.S) max [ (z)

Algorithm: “continuous greedy”
1. approximately maximize f,, over P = conv(Z)
2. round to discrete set




Beyond greedy? Greedy++

e Other constraints for monotone submodular functions?
Variants of greedy still work in many cases (“downward
closed” constraints)

* Non-monotone functions?

* Large-scale greedy?



Greedy can fail ...

F(A) = U arca(a)| — » _c(a)

acA acA

greedy solution: optimal solution

F(A) = 40 F(A) =95




Non-monotone maximization

* Generally inapproximable unless F is nonnegative

 Unconstrained maximization:
e Local search
* Double greedy: Optimal % approximation

* Constrained maximization:
e Cardinality constraints: randomized greedy

* Filtering based algorithms
* More general constraints: Continuous local search via multilinear extension

* Distributed algorithms? yes!
* divide-and-conquer
 concurrency control / Hogwild



Beyond greedy? Greedy++

e Other constraints for monotone submodular functions?
Variants of greedy still work in many cases (“downward
closed” constraints)

* Non-monotone functions?
Monotone greedy can fail, but other types of greedy (‘double
greedy’) & local search work

* Large-scale greedy?



Distributed greedy algorithms

-E -E -E -E greedy is sequential.
000000 000000 000000 000000 piCk in parallel??
eoo0000 eeoc000 000000 e00000

(YY) 000 (YY) (YY) pick k elements

\ \ // on each machine.
0000000600600 combine and run

greedy again.

<

Is this useful?



Distributed greedy algorithms

‘% -’E -’% ‘E pick in parallel
000000 000000 000000 000000 .
000000 000000 000000 000000 frommmachlnes
....... D @ @ st

\l/ NNNNNNNNNNNNN \\‘+

®' - Pick the best of m+1 solutions

For any partition: Random partition:

1 1 1
min{\/E,m} 5(1 o E)

Even better with

geometric structure




Beyond greedy? Greedy++

e Other constraints for monotone submodular functions?
Variants of greedy still work in many cases (“downward
closed” constraints)

* Non-monotone functions?
Monotone greedy can fail, but other types of greedy (‘double
greedy’) & local search work

* Large-scale greedy?
Distributed, parallel, streaming versions for many cases



Roadmap

v'"What is submodularity and where does it comes up?
* Optimization with submodular functions

v'"Maximization: greedy algorithms (diminishing returns)
* Minimization?

e Further connections & directions



F({b})

o

).6 |

).2

—-o
v

0.5

Submodular minimization

min F(5)

b

“maximize coherence”

Idea: relaxation

F({a})

F({a,b}) min  F(x) —> min f(z)
xe{0,1}7 z€[0,1]™

o



Lovasz extension

» expectation:  f(x) = Eg|F(Ss)]

 sample threshold 8 € [0, 1] uniformly

* Sy ={e|z. >0}

Each coordinate W

corresponds to an item

D

0.2

XKoo oo

e.g. 0 =04



Lovasz extension: example

f(z) =Eq[F(So)]

OBWF({b}) __.F({a}) A F(A)
- | & 0
0.6 Fia b} | {a} 1
— ® |
= 0.4 | b} 8
/ {a’b} .2
0.2 3
0k
1 .
1
0.5 05
X N {H )



Submodularity and convexity

f(z) =Egz | F(So)]

if Fis submodular, this is equivalent to:

. T
flz) = max y =z

Theorem (Edmonds 1971, Lovasz 1983)
Lovasz extension is convex < Fis submodular.




Examples of Lovasz extensions

>

1. F(S)=min{|S|,1}

f(z) = maxz;

0.2

2. Cut function: 2 items (nodes)

F(S)_{l *15]=1 f(@) = |ry — 20

0 otherwise.



Base polytopes

f(z) =Egz | F(So)]

if Fis submodular, this is equivalent to:

S3A

.
T) = IIlAaX €T
f(z) max %
N

P(F)

S

Base polytope: all vectors dominated by F(S)

Br={yeR"|VSCV » y; <F(S)and Y y =F(V)}
1=1

€S



Examples of base polytopes

1.

2.

Probability simplex
F(S) = min{|S|, 1}

Permutahedron
S|

F(S)=) (n—i+1)
=1

4312

3412

3124

1423

2143
¥ ]
' 2134
1
1
1
1
1
[ |
12341
2314
3214



i
Putting things together

min F(S) = min F(r) f(x)
SCV re{0,1}"
1. relaxation: convex optimization <— many ways to do Step 1

computable subgradients

2. relaxation is exact! . )
pick elements with positive coordinates S*={e|z; >0}

=» submodular minimization in polynomial time!
(Grétschel, Lovdsz, Schrijver 1981)



Submodular minimization

convex optimization combinatorial methods
« ellipsoid method * first polynomial-time:
(Grétschel-Lovasz-Schrijver 81) (Schrijver 00, Iwata-Fleischer-Fujishige-01)
4 5
* subgradient method ... + O(n"T'+n’logM) (wata03)
(..., Chakrabarty-Lee-Sidford-Wong 16) O(nG 4+ n5T) (Orlin 09)

* minimum-norm point / Fujishige-
Wolfe algorithm (different

relaxation)
(Fujishige-Isotani 11)

Latest: O(n*T log nM + n° log® nM)
O(ngT log2 n + n*log® n) (Lee-Sidford-Wong 15)



Submodularity and convexity

* convex Lovasz extension
 easy to compute: greedy algorithm (special polyhedra!)

* submodular minimization via convex optimization: exact
* duality results

e structured sparsity (Bach 10)

* decomposition & parallel algorithms
(Komodakis-Paragios-Tziritas 11, Stobbe-Krause 10, Jegelka-Bach-Sra 13,
Nishihara-Jegelka-Jordan 14, Ene-Nguyen 15)

e variational inference (pjolonga-krause 14)



Roadmap

v'"What is submodularity and where does it comes up?

v Optimization with submodular functions

* Maximization: greedy algorithms (discrete concavity)
constraints manageable

* Minimization: convex relaxation (discrete convexity)
constraints are hard

* Further connections & directions
* Learning
* Probability distributions & set functions
* Integer & continuous functions



Log-supermodular distributions

P(S) x exp(—F(S)) P(S)P(T) < P(SUT)P(SNT)

Example: ferromagnetic Ising model / Conditional Random Field

“multivariate totally positive of order 27, “affiliated”

Benefits:
* finding the mode = minimizing a submodular function
e approximating partition function & marginals ...

(Fortuin-Kasteleyn-Ginibre 71, Kolmogorov-Zabih 04, Djolonga-Krause 14, ...)



Log-submodular distributions

P(S) x exp(F(S))  P(S)P(T) > P(SUT)P(SNT)

Example: Determinantal Point Processes / Volume sampling

li

A P(S) o Vol2 ({viics)

P(S) o< det(Lg)

S
COPOPOPOPOPOPO0O
o
Sub-family: “Strongly Rayleigh” distributions
L
Benefits: sampling O .
(if negative association)

(Macchi 75, Feder-Mihail 82, Borodin 02, Deshpande-Rademacher-Vempala-Wang 06, Borcea-Briinden 09,
Borcea-Brdnden-Liggett 09, Kulesza-Taskar 12, Anari-Oveis Gharan-Rezaei 16, Li-Jegelka-Sra 16, ...)



Submodularity more generally

* Integer and continuous functions

fl@)+ fly) = flzVy + flzAy)

* Many optimization results generalize ©

(Milgrom-Shannon 94; Topkis 98; Murota 03; Kapralov-Post-Vondrak 10; Soma et al 2014-16; Bach 2015;
Ene & Nguyen 2016; Bian-Mirzasoleiman-Buhmann-Krause 16)



Submodularity more generally

* Integer and continuous functions

flx)+ fly) = flxVy)+ flzAy)

e Equivalent condition for differentiable functions: . <0
T ja) <0 Vi) -
x ?
0x;0x; - J < ()..
* subclass: diminishing returns
0? < ()
<0 Vi,J 0
9mi07, flx) <0 Vi,




Application: robust optimization

I(y; 6 1. s <B
max (y;0) s Zsy

infer @ from data.
robust optimization!?

in Z(y;0
max min Z(y; )

nonconvex in § ®

But: submodularin§ ! ©

(Staib & Jegelka, ICML 2017)



nonconvex optimization probability measures

lattice / continuous submodularity log-supermodular (> positive assoc.)
many optimization results |0g-suk?modu|ar (< negative assoc.)
sampling, mode,

generalize
approx. partition function
submodular set functions
convexity: dim. returns (concavity):
minimization maximization
maximize coherence maximize diversity

many examples:

 linear/modular functions * coverage

* entropy diffusion in networks
* mutual information volume

* rank functions graph cut ...




