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Introduction Proposed approach - Acoustic Discussion

e Siamese Neural Network based dimension reduction®

Proposed approach — Linguistic

e Siamese network can learn similarity and
dissimilarity effectively even without
target domain information

e One of the challenges of processing real-world spoken e Phoneme feature
content, such as media broadcasts, is the potential -

presence of different dialects of a language in the

To learn similarity and dissimilarities among Arabic

dialects - Extracting the phone sequence, and phone

duration statistics using four different speech

material. - Using two parallel convolutional network that : : :
| L o o recognizers e Interpolated i-vector dialect model shows
e Dialect identification can be a useful capability to shares parameters i-vector (200 dim) significant performance improvements by
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identify which dialect is being spoken during a ) N — Table 2 shows the Hungarian phoneme | | y By _
recording. y 200 nodes) recognition obtained the best results everaging target domain intformation
Distance metric (Cosine Distance) FuIIy(ggg nfgéeei)layer .
e While MGB-3 Arabic Dialect Identification (ADI) S o IS E— System | Accuracy(%) | Precision(%) | Recall(%) * Fusion rule from system 1 prevented
contains 5 Arabic dialect, the evaluation scenario can be . o S Czech 45 45.2 45.8 overfitting on the target domain
viewed as channel and domain mismatched scenario onal [ 1LY - @5 kel D8 kel sz Hungarian 17 173 1.1 : ot :
oot e 2 strde ) Russian 46 47 46.8 e As the linguistic features is not affected
1 - . . . L
T T o a English 33.3 5 34 by the domain mismatch, linguistic

features show useful contributions for all
systems.

Table 2. Evaluating four phoneme recognition systems.

e Character feature

MGB-3 Challenge (a) (b)

Fig. 1. (a) Siamese network for 1-vector (b) Architecture of convolutional neural
network Gy,

5 Dialects : Modern Standard Arabic, Egyptian, - Word sequences are extracted using a state-of-the-

- To optimize the network, Euclidean distance loss
function L is used between the label and cosine

distance
L(w;, wj, Yij = ||Yi

Levantine, Gulf, North African art Arabic speech-to-text transcription system built

as part of the MGB-2 : Combination of TDNN, LSTM
and BLSTM acoustic models, followed by 4-gram
and Recurrent Neural Network (RNN) language
model rescoring using grapheme lexicon during
both training and decoding

Conclusion

e Arabic dialect identification system using
both audio and linguistic features

e Test dataset domain is different from Training dataset

e Development dataset is relatively small compare to
training set, however, it is matched with the test set
channel domain
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* Interpolated i-vector dialect model e Several approaches to address dialect

- Since we have two dialect dataset for training and

Table 1. MGB-3 ADI Dataset Properties.
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Table 4. Linguistic feature evaluation on DEV set: TRN and
DEV sets were used for training.

Dataset Training | Development |  Test , , variability and domain mismatches
category (TRN) (DEV) (TST) development, we can use interpolation approach .
Sioe 3 6 I 0 Trs 01 Trs . between the training and test sets.
- - with parameter y : —

Genre News Broadcasts System (scoring method) | Accuracy (%) | Precision (%) | Recall (%) e On both diti fUsi £ di d
Channel Carried out | Downloaded directly from wzinter — (1 — ’7) IRN 4 ’}’wDEV Baseline word(SVM) 48.43 50.99 49.25 n both conaitions, Tusion of audio an
(recording) | at16kHz | a high-quality video server . Character 57.28 60.83 58.03 linguistic feature guarantees substantial
Availability - Figure 2 shows performance heavily depend on Phoneme 47.18 47.66 48.23 : dial dentificat

evelopmen

e In future, we will explore their utility on
other speaker and language recognition
problems in the future.

Features for ADI " _
T T Experiments
® ACOUSth and Llth'Sth featu re Ry Performlance on TSTldataset . .
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Fig. 3. Flowchart of recursive whitening transformation.

*https://github.com/swshon/dialectID siam
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