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Motivation End-to-end DID with Acoustic features
e One of the challenges of processing real-world .
. . e CNN based End-to-end model structure * Dataset augmentation
spoken content, such as media broadcasts, is , |
] ] ] — Diolect/language labels Augmentation method Maximum Converged
the potential presence of different dialects of a B~ (feature = MFCC) [ Accuracy EER  Cag | Accuracy EER  Cayg
I . h . I Volume 67.49 20.37  20.00 62.47 21.55 21.08
anguage in the material. Speed 7051 1754 1739 | 6542  19.87 19.19
. . . . Volume and speed 70.91 17.79 17.93 67.02 19.37 19.01
e Dialect identification (DID) can be a useful ) 2 FClayers - A SR
a“pe . . . . . . <Fertormance evaluation augmentation methoa>
capability to identify which dialect is being i (1500-600 neurons) | AHON BY Ak |
: . ooing » Perturb slightly original dataset attributes
spoken during a recording. e« NN layere
, , ' » Speed factor of 0.9 and 1.1, Volume factor of 0.25
e The Arabic Multi-Genre Broadcast (MGB) > ) 4 CNN layer nd 2.0
Challenge tasks have provided a valuable ﬁC”N}aVer*ReL“ Filter size : 40x5-500x7
resource for re- searchers interested in < Rk Vo ~>00x1 = 500xd Featre | A ccuracy EER  Cay
i .. . Acoustic features Stride : 1-2-1-1 (on augmented dataset)
processing multi-dialectal Arabic speech. Mo, of filters « 500-500-500.3000 MFCC 7091  17.79 17.93
L , FBANK 7192 18.01 17.63
e Investigation of end-to-end DID approach with <Network structure> Spectrogram 6883 1870 1860
dataset augmenta.tlon for.aco.us’.uc feature and e Performance by input feature <Performance evaluation by features on augmented dataset >
language embeddings for linguistic feature N o
Featre A ccuracy EER  Cag | Accuracy EER  Cag » Spectrogram is worst, but gain from increasing
VGB-3 Dataset Ll I R dataset size is much higher than MFCC, FBANK
Spectrogram 57.57 2448 2449 54.22 25.90 25.09
: : : <Performance evaluation by features> . '
e 5 Dialects : Modern Standard Arabic, Egyptian y Random Segmentation (RS)

> The maximum condition: the network
achieves the best accuracy

Levantine, Gulf, North African

—#— Accuracy without RS
—% = Accuracy with RS

e Test dataset domain is different from Training

» The converged condition: the average loss of
dataset

EER without RS

Dataset Training | Development Test 100 mini-batches < 1e-5. g Y Eisngivti:hﬁt - "30-0§
category (TRN) (DEV) (TST) , S 50 ~+- CavgwithRS | 2752
Size 53.6 hrs 10 hrs 10.1 hrs » Theoretically, spectrograms have more A .
Genre News Broadcasts . . . 45 25.0
Channel Carried out | Downloaded directly from information than MFCC or FBAN KS' but it 20 . ~Q 225
(recording) | _at 10kHz | a high-quality video server seems hard to optimize the network using the - .
vailability .. . , . : : : : . . '
for system O O X limited dataset 1 2 3 4 5 10 20 30  Full
development — Spectrogram FBANK  —— MECC Utterance length (Seconds)
. . ° 60—
<Multi Genre Broadcast (MGB)-3 dataset description> ) 'mw«r e > Segmentation of the training dataset into small
& 50 A |
e Feature extraction : chunks randomly between 2 to 10 seconds
. 340" » Since random segmentation provides diversit
e Acoustic feature : MFCC, FBANK, Spectrogram , T 5 P .y
S < 30- given a limited dataset, the performance is
e Linguistic feature : phoneme, word, character | improved on short utterance
20 A I
A N e Final result with augmented dataset
Epoch
<Accuracy by feature > > End-to-end  system  outperforms  other
Acoustic feature . .
(e.6. MFCO o{ i 'l“m'""'"m"u“u"u"u conventional i-vector approaches.
60- System Accuracy EER Cave
Phoneme feature [ -
IntkEd_i:dItEnpauEll I L % 50- 1-vector 60.32 26.98 26.35
Linguistic Word : Word feature § l-VeCtOI'-LDA 62.60 2 1 .05 20. 12
feature C,C::Aly J:lA Al<tbAE T g 40 1 S i;/gmrge +gSpeetdt. End_tO_End (MFCC) 7 1 05 1801 1797
aracter Character feature < eed atgmentation
GAly _jdA_Al<tbAE (nf’gsr';"m ' I 301 i oentation End-to-End (FBANK) 73.39 16.30 15.96
histogram) 2- End-to-End (Spectrogram) 70.17 17.64 17.27
Frame level features : Sequence level features
(variable length) 5 (fxed length) o 1 20 30 40 50 <Performance comparison with conventional i-vector approach >

Epoch

<Feature extraction flow > <Accuracy by augmentation(speed and volume) >

Discussion

e Data augmentation by perturbing speed gives
impressive gain on performance

Fusion result

Language embedding™*

eSiamese neural network to learn dis-similarity
and similarity between dialects.
>FC |ayer haS Distarlce met“ricDW

1500-600-200 neurons °”

> Distance metric

e Fusion between end-to-end system and
language embeddings shows better
efficiency than between end-to-end
system such as MFCC and FBANK

e Spectrograms achieve slightly better
results than MFCCs

e [f we have large dataset, we can use raw
signals as input features

Language
FC layer + Relu embedding FC layer + Relu

5 5

is Cosine similarity FC layer + Relu FC layer + Relu
X v X

FC layer + Relu FC layer + Relu
A A

e At the same time, however, it is difficult to
determine how much training data is
required for training raw features

Fusion system

(Bold : end-to-end system Accuracy(%) EER(%) Cayg

italic : language embedding)
FBANK + word 76.94 13.66 13.57

FBANK + char 76.61 13.89 13.87

FBANK + phoneme 75.13 14.95 14.79

FBANK + MFCC 74.40 15.63 15.50

MFCC + word + char + phoneme 77.48 14.02 14.00
FBANK + word + char + phoneme 78.15 12.77 12.51
Spectrogram + word + char + phoneme 77.88 13.34 13.24
i-vector + FBANK + word + char + phoneme 81.36 11.03 10.90

Language representative
vector u

e Fusion with different features such as
between acoustic and linguistic gives great
effectiveness

Linguistic feature u

<Network structure>
e Result

» Words feature shows best improvement among three
features

Conclusion

» Another benefit is that the linguistic feature dimension can
be significantly reduced

e \We present end-to-end dialect identification
system using acoustic and linguistic features

<Performance of score fusion systems with end-
to-end system and language embeddings>

Phoneme System Accuracy EER  C,,
Recognizer :
Baseline 48.86 2994  29.16

Embedding 54.49 28.69  27.77

Hungarian

e \We investigated several techniques for end-
to-end DID on acoustic features and language
embeddings of linguistic features

<Phoneme feature> Accuracy(%)

Single System  Fusion System

Khurana et al. [5] 67 73

Shon et al. [9] 69.97 75.00
Najafian et al. [7] 59.72 73.27
Bulut et al. [10] - 79.76
Our approach 73.39 831.36

Systems

Feature System Accuracy EER  Cyy

Baseline 51.34 30.03  30.17
Embedding 58.18 2548 25.68
Baseline 50.00 30.73  30.41
Embedding 58.51 24.87 24.99

Character

e Using a limited dataset, we can increase
diversity by perturbing the attribute of
speech audio and random segmentation

Word

<Character and word feature>

<Comparison with recent studies>  The end-to-end DID system has a simplified

topology  and training methodology

compared to conventional bottleneck feature
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