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PAPER

Full Azimuth Multiple Sound Source Localization with 3-Channel
Microphone Array

Suwon SHON†, David K. HAN††, Jounghoon BEH†††, Nonmembers, and Hanseok KO†a), Member

SUMMARY This paper describes a method for estimating Direction Of
Arrival (DOA) of multiple sound sources in full azimuth with three micro-
phones. Estimating DOA with paired microphone arrays creates imagi-
nary sound sources because of time delay of arrival (TDOA) being iden-
tical between real and imaginary sources. Imaginary sound sources can
create chronic problems in multiple Sound Source Localization (SSL), be-
cause they can be localized as real sound sources. Our proposed approach
is based on the observation that each microphone array creates imaginary
sound sources, but the DOA of imaginary sources may be different de-
pending on the orientation of the paired microphone array. With the fact
that a real source would always be localized in the same direction regard-
less of the array orientation, we can suppress the imaginary sound sources
by minimum filtering based on Steered Response Power — Phase Trans-
form (SRP-PHAT) method. A set of experiments conducted in a real noisy
environment showed that the proposed method was accurate in localizing
multiple sound sources.
key words: multichannel array processing, SRP-PHAT, sound source lo-
calization (SSL)

1. Introduction

When there are multiple sound sources, it is often difficult
for an automatic speech recognition system to separate and
accurately recognize the speech content of the sound source
of interest. To achieve better recognition accuracies in such
cases, preprocessing of acoustic signals to separate and ac-
curately localize each sound source is necessary. One of the
methods of Sound Source Localization (SSL) is by a micro-
phone array. In this approach, the direction of a sound is
found by considering the time delay of arrival (TDOA) [1]
among the microphones in the array with the associated ar-
ray geometry. SSL has been an active research topic for the
last several decades. An active area within the topic is to
solve the localization problem of multiple sources in a noisy
environment with a minimal number of microphones.

To obtain multiple DOAs of multiple sound sources,
there are several key approaches proposed including MUl-
tiple SIgnal Classification (MUSIC) method [2], phase dif-
ference method [3], [4], Steered Response Power — Phase
Transform (SRP-PHAT) method [5].
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The MUSIC method employs an eigenvector decom-
position of the incoming signals acquired by the array. Its
ability of separating sound sources is limited by the num-
ber of microphones used wherein up to M-1 sources can be
localized with M microphones. The phase difference SSL
is not limited by the number of microphones. However,
the method assumes that the sound sources mutually sat-
isfy W-disjoint orthogonal property under the assumption of
the speech sources being sparse in time-frequency domain.
But this assumption is no longer valid in noisy environments
[4], [6].

The SRP-PHAT method is based on Generalized Cross
Correlation — Phase Transform (GCC-PHAT) method, also
known as Cross-power Spectrum Phase (CSP) [7]–[10].
SRP-PHAT is performed by finding local maxima of SRP
[5], [7], [11]. It is a very popular DOA estimation method
and has been shown to perform very well in noisy environ-
ment [7], [12]–[15]. However, finding local maxima are af-
fected by noise level. Moreover, if a pair of microphones
estimates full azimuth DOA, an imaginary sound source
that has the same TDOA as the real source is also gener-
ated. This imaginary sound source has greater effect on
localizing multiple sound sources than the effect posed by
noise. This imaginary sound source problem is usually han-
dled by larger number of microphones to suppress imagi-
nary sources [16]. Some avoided this problem all together
by considering only the sources directly in front of the mi-
crophone arrays [17]–[19] and others avoided this problem
by only considering a single source [20].

In this paper, we tackle the issue of imaginary sources
generated from multiple sources in a three channel micro-
phone system. We propose a novel method of suppressing
imaginary sources by a minimum search of angular power
distributions from the microphone pairs. Our aim is to re-
move imaginary sources in full azimuth with minimal num-
ber of microphones for the purpose of simplified and afford-
able hardware and reduced order of computations. Through-
out this paper, we assume a far field acoustic model, thus
acoustic waves are assumed to be planar.

2. Problem Description

Consider a pair of microphones in 2-dimensional space. As
shown in Fig. 1, an imaginary sound source is perceived by
a microphone array because of the same TDOA. τlq,θs is
TDOA between the l-th and the q-th microphones of a sound
source at θs as shown in Eq. (1)

Copyright c© 2012 The Institute of Electronics, Information and Communication Engineers
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Fig. 1 Example of real and imaginary sound source.

τlq,θs =
d sin(θs)

c
(1)

where d is the distance between the microphones, c is the
speed of sound.

Using Eq. (1), the sound source azimuth θ can be cal-
culated as a function of τlq,θ as

θ = sin−1
(cτlq,θ

d

)
. (2)

Because the inverse cosine is a multi-valued function,
Eq. (2) always yields two solutions between −180◦ ≤ θ ≤
180◦. One of these is the azimuth of the real sound source
and the other is of the imaginary source.

In our implementation, a pair of microphones is used at
a time for SSL. If there are 3 microphones to an SSL, there
would be 3 imaginary sound sources because of the 3 paired
microphone arrays as in Fig. 2. The source direction, de-
noted as θs, is based on the x-y coordinate shown in Fig. 2.
Since we assume that the far field model, θs measured in ref-
erence to the x-y coordinate system shown should be iden-
tical to the direction computed by each of the microphone
pair. Imaginary sound source 1 is from the microphone pair
of 1 and 3, source 2 is from the microphones 2 and 3, and
source 3 is from the microphones 1 and 2, respectively.

3. Full Azimuth Multiple SSL Method

3.1 Estimation of TDOA with SRP-PHAT

A brief description of a conventional SRP-PHAT algorithm
is as follows. GCC of the l-th and q-th microphone signals
is

Fig. 2 Example of imaginary sound sources.

Rlq(τ, n)=
1

2π

∫ ∞
−∞
Ψlq(ω, n)Xl(ω, n)X′q(ω, n)e jωτdω (3)

where n is the frame index, Xl(ω, n) the Short-Time Fourier
Transform (STFT) of l-th microphone, w the frequency in-
dex, and Ψlq(ω, n) denoting a weight function. Although
many different weighting functions can be applied, the
Phase Transform (PHAT) has been found to perform quite
well under realistic acoustical conditions [8]. The PHAT
weight function can be defined as:

Ψlq(ω, n) ≡ 1
|Xl(ω, n)X′q(ω, n)| . (4)

Using GCC-PHAT of the l-th and the q-th microphone sig-
nals, we can estimate the TDOA as

τ̂lq = arg max
τ

(Rlq(τ)) (5)

The SRP-PHAT algorithm is summing GCCs. Thus,
the SRP can be expressed as

Pn(Δ1Δ2 . . .ΔM)

=

M∑
l=1

M∑
q=l+1

∫ ∞
−∞
Ψlq(ω, n)Xl(ω, n)X′q(ω, n)e jω(Δq−Δl)dω. (6)

where Δm is the propagation delay from source to the m-th
microphone. It is guaranteed that the global maximum of
the SRP corresponds to the location of a sound source.

3.2 SSL

In the far field model, by TDOA of specific direction θ,
Eq. (6) becomes

Pn(θ) =
M∑

l=1

M∑
q=l+1

∫ ∞
−∞
Ψlq(ω, n)Xl(ω, n)X′q(ω, n)e jωτlq, θdω

= 2π
M∑
l

M∑
q=l+1

Rlq(τlq, θ, n) (7)

where τlq,θ can be calculated by Eq. (1). An estimated az-
imuth of a sound source can be found from the maximum
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SRP as

θs = arg max
−π≤θ≤π

(Pn(θ)). (8)

The conventional SRP-PHAT algorithm sums GCCs of
all paired microphone arrays. Hence, the SRP not only con-
tains real sound sources but it also contains imaginary sound
sources. Of course, the SRP in the direction of a real sound
source would exhibit a high value in every GCC of paired
microphones but it would not in the direction of imaginary
sources. The azimuth of a real sound source always ex-
ists among the two solutions of Eq. (2) independent of the
paired microphone array geometry. However, the azimuth
of an imaginary sound source changes depending on the ge-
ometry of the paired microphone array as shown in Fig. 2.
Therefore, the resultant SRP in the direction of an imagi-
nary sound source would be smaller than that of a real sound
source. In the case of a single source, discriminating the real
source from an imaginary one is trivial, since the direction
of the maximum SRP corresponds to the real source. In the
case of M multiple sound sources, the approach of finding
M largest values and corresponding directions of the SRP
may not find directions of real sources since an imaginary
source may also yield a large SRP in the summing process.
Therefore, imaginary sound sources must be suppressed in
the case of multiple SSL.

We propose suppressing imaginary sound sources by
minimum filtering method instead of summing all GCC-
PHAT of paired microphone arrays. A modified SRP can
be expressed as

P̂n(θ) = 2π ·min
1≤l,q≤M

(
Rlq(τlq,θ, n)

)
. (9)

Suppose there is a sound source in 60◦ detected by a
microphone array as shown in Fig. 2. Figure 3 presents ex-
amples of the corresponding GCC. Figure 3(a) shows when
the microphones 1 and 2 are paired and Fig. 3(b) shows
when the microphones 1 and 3 are paired. θi,p is the az-
imuth of an imaginary sound source and θs is the azimuth of
a real source of the p-th paired microphone array.

Conventional SRP sums GCC, so that the resultant SRP
is like Fig. 4(a) shown below. We propose a logical conjunc-
tion type filtering approach using a minimum filter. Instead
of summing GCC, we apply the minimum rule such that the
resultant SRP contains the minimum response from each

Fig. 3 Examples of GCCs for a single sound source.

beam directions obtained from all the microphone pairs.
Therefore, the minimum operation would result Fig. 4(b).
As it is apparent, the minimum operation successfully sup-
pressed the imaginary sound source, thus providing the di-
rection of the real source. P̂n would remain approximately
the same as Pn in the direction of a real source location.

In the case of single sound source, both the conven-
tional SRP and the proposed method were successful in
correctly finding the real source direction. When there are
more than one sound source, however, the conventional SRP
may not correctly determine the real direction of each sound
source. Consider an example of three sound sources located
at −170◦(θi,1), 45◦(θi,2), and 150◦(θi,3) in our coordinate sys-
tem with the source power ratio at 8:7:3 respectively. Then
the sound source directions detected by microphone pairs
1& 2 may look like Fig. 5.

By summing the response from each pair, effective di-
rectional response by the conventional algorithm is shown in
Fig. 6(a). It is clear that there are more apparent source di-
rections than the real number of sources. The high power
sources at −170◦ and 45◦ match correctly with the real
source directions. However, the power level of the real
source at 150◦ does not necessarily stand out over the imag-
inary sources shown at −45◦, −10◦ and 170◦. Due to the
summing process in the conventional method, power levels
of imaginary sound sources may, at times, equal or exceed
that of the real sources. Thus, the conventional method may
lead to incorrect directions of the sound sources.

The proposed algorithm based on the minimum filter-
ing results as shown in Fig. 6(b). By the minimum process,
the fictitious power associated with an imaginary sound

Fig. 4 Single sound source examples of SRP using two methods
(conventional and proposed).

Fig. 5 Examples of GCCs for multiple sound sources.
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Fig. 6 Multiple sound sources examples of SRP using two methods
(conventional and proposed).

source is suppressed correctly. Only the powers of the real
sources remain. Although it wasn’t quite obvious of the ad-
vantage of the proposed method in finding the direction of
a single source, as the number of the source increases, the
proposed method outperforms in finding real source direc-
tions.

4. Experiments

4.1 Experimental Conditions

Various experiments were conducted in a noisy environment
to validate the effectiveness of the proposed method. Fig-
ure 7 shows the experimental environment and placement of
sound sources and the microphone array.

There are several noise sources like workstations and a
server. The room reverberation (T[60]) was 0.3 sec and am-
bient noise level was 53 dBA average. The microphones are
arranged as shown in Fig. 7, and the sound sources and the
microphones are all placed 100 cm above the floor. The sig-
nal level of sound source at the microphone array is 63 dBA
average, so the Signal-to-Noise Ratio (SNR) is 10 dB aver-
age.

As a first step in the experiment, to determine the 3-
channel array performance, we first examine its angular res-
olution by an experiment. We used two loudspeakers with
one fixed at 108◦ and the other located initially at 30◦. The
one at 30◦ was moved closer to the one at 108◦ until the SRP
merged into one peak. For 16cm microphone distance and 3
channel microphone array like Fig. 7, the angular resolution
was 15◦ as in Fig. 8.

There are 6 loudspeakers 100 cm away from the micro-
phone array in different directions.

To fully evaluate robustness of the proposed method,
we considered a variety of music types as well as vocals
of male and female as shown in Table 1. They are each 5
minutes in duration.

The microphone array recorded with 16 kHz sampling
frequency and 16 bit quantization. We performed SSL with
1024 sample frame length and 512 sample shift intervals.
The SSL performed about 9000 times in 5 minutes.

A total of 4 different sets of experiments were con-
ducted. In the first, only two sound sources were employed.
Next, 3, 4 and 5 sound sources were added progressively as

Fig. 7 Experimental environment for various tests with different sound
sources.

Fig. 8 Angular resolution test.

shown in Table 2.

4.2 Experimental Results

The performance of the proposed method was compared
with a conventional SRP-PHAT and Cho’s method [7]. For
Cho’s method, we implemented the most favorable condi-
tion for the method’s performance. Specifically, we used
his weight average CSP method with scaled dimensions of
30 [micro sec] CSP window at 16 cm microphone array dis-
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Table 1 Sound sources information.

Table 2 Recorded sets.

Table 3 Localization accuracy of multiple SSL according to number of
sources.

tance (Cho used 250 [micro sec] CSP window at 135 cm),
and single source model subtraction for multiple SSL.

Table 3 shows localization accuracy of estimating mul-
tiple SSL. Tolerance was ±5◦ because loudspeaker is 30 cm
wide, so it takes up about 10◦ from the microphone array az-
imuth. When there are 2 sources the accuracy of proposed
method improved by 10% compared to that of the conven-
tional method and 8% compared to that of Cho’s method as
shown in Table 3.

Figure 9 shows the SSL results when there are 3
sources known. We obtained the averaged version of mod-
ified SRP over 140 time frames. In Fig. 9(a), the conven-
tional method localized imaginary sound sources as real
sources. This is due to the imaginary sound sources hav-

Fig. 9 Comparison of SSL results when there are 3 sources known.

ing higher power than real sound sources upon the summing
process of SRP-PHAT. Therefore, the SSL failed in find-
ing some of the real sound sources. However Fig. 9(b) indi-
cates that the proposed method suppressed imaginary sound
sources successfully. Therefore, the method localized the
real sound sources accurately.

When there were sound sources greater than three, the
proposed method was yet able to perform better than the
other methods. Nevertheless, it was observed that the pro-
posed method also mis-localized real sources in some cases
as the number of sound sources increased. This is mainly
due to the imaginary sources appearing at the same angu-
lar direction in the SRP over more than one array pair. In
such a case, the minimum filtering proposed here would not
suppress the GCC value associated with imaginary sources.

5. Conclusion

This paper proposed a new sound source localization
method using a small number of microphones. For sup-
pressing imaginary sound sources, we introduced the mini-
mum filtering of the GCCs rather than summing all GCCs
as the conventional SRP-PHAT method. The experiments
were conducted in a real noisy environment. As the re-
sult, we demonstrated that the proposed method can localize
multiple sound sources more accurately in full azimuth than
the conventional methods. In future work, we will extend
the proposed method to 3-dimensions and with more micro-
phones.
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