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Abstract

One of the long-standing challenges in photography is mdtlar. Blur artifacts are gen-
erated from relative motion between a camera and a scenegdexposure. While blur can
be reduced by using a shorter exposure, this comes at anidablotrade-off with increased
noise. Therefore, it is desirable to remove blur computatiy.

To remove blur, we need to (i) estimate how the image is biure. the blur kernel or
the point-spread function) and (ii) restore a natural lagkimage through deconvolution. Blur
kernel estimation is challenging because the algorithnd® & distinguish the correct image—
blur pair from incorrect ones that can also adequately @éxphe blurred image. Deconvolution
is also difficult because the algorithm needs to restore fné@gfuency image contents attenuated
by blur. In this dissertation, we address a few aspects sktbhallenges.

We introduce an insight that a blur kernel can be estimateahlayyzing edges in a blurred
photograph. Edge profiles in a blurred image encode projestf the blur kernel, from which
we can recover the blur using the inverse Radon transfornis mkthod is computationally
attractive and is well suited to images with many edges. rBtledge profiles can also serve
as additional cues for existing kernel estimation algamgh We introduce a method to inte-
grate this information into a maximum-a-posteriori kerastimation framework, and show its
benefits.

Deconvolution algorithms restore information attenudigdlur using an image prior that
exploits a heavy-tailed gradient profile of natural imag&'s.show, however, that such a sparse
prior does not accurately model textures, thereby deggaidixture renditions in restored im-
ages. To address this issue, we introduce a content-awaggeiprior that adapts its charac-
teristics to local textures. The adapted image prior imgsahe quality of textures in restored
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images. Sometimes even the content-aware image prior mansbiicient for restoring rich
textures. This issue can be addressed by matching theadstoage’s gradient distribution
to its original image’s gradient distribution, which is iesated directly from the blurred im-
age. This new image deconvolution technique called iteradistribution reweighting (IDR)
improves the visual realism of reconstructed images.

Subject motion can also cause blur. Removing subject mbtiaris especially challenging
because the blur is often spatially variant. In this disgem, we address a restricted class
of subject motion blur: the subject moves at a constant iutgldocally. We design a new
computational camera that improves the local motion esiimand, at the same time, reduces
the image information loss due to blur.
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Chapter 1

Introduction

OTION blur is one of the salient sources of degradation in photggga Although
M motion blur can sometimes be desirable for artistic purpogeften severely limits
the image quality. Blur artifacts result from relative nootibetween a camera and a scene
during exposure. While blur can be reduced using a fasteteshgpeed, this comes with an
unavoidable trade-off with increased noise.

One source of a motion blur is camera shake. When a camerasrdavieg exposure, it
blurs the captured image according to its trajectory. Werndigate the camera shake blur by
using a mechanical image stabilization hardwa@.[ However, a camera shake can be too
large for assistive devices to accommodate when a cames #édlong exposure shot of a dark
scene and/or when a camera uses a telephoto lens. A secaund sbblur is a movement of
objects in the scene, and this type of blur is harder to avbiterefore it is often desirable to
remove blur computationally.

Motion blur removal, often called motion deblurring or lideconvolution, is challenging
in two aspects. The first challenge is estimating blur kernal point-spread functions (PSF),
from blurred images. Because many blur—-image pairs caraiexfiie observed blurry image,
kernel estimation is a difficult problem. Blur estimatiomdae especially difficult if the blur
is spatially variant, for instance due to a dynamic scene caraera rotation. The second
challenge is removing the blur to recover a blur-free imadetion blur averages neighboring
pixels and attenuates high frequency information of theneceConsequently, recovering a
blur-free image is an ill-posed problem which needs to beexsidd by deblurring systems or
algorithms.

This thesis explores both hardware and software solutiomsitiress a few of these chal-
lenges. We introduce (i) a spatially-invariant blur kereslimation method using blurred edge
profiles, (ii) an adaptive image prior for improving the réimh of textures in restored images,

21



22 CHAPTER 1. INTRODUCTION

(i) an image deconvolution technique that matches gradiestributions to improve visual re-
alism of textures, and (iv) a new computational camera that-optimally captures the image
information of moving objects.

B 1.1 Overview of techniques and contributions

This section provides a preview of techniques and contabat

B 1.1.1 Chapter 2: Blur kernel estimation from blurred edge profiles

We present a method to recover a spatially invariant blunédefrom a single blurry photo-
graph. The key idea is that blur kernel projections can benastd by analyzing blurred edge
profiles. These projections are also known asRlaglon Transform Blur kernel projections
are useful because we can apply the inverse Radon transforestbre the blur kernel. This
method is computationally attractive because we do not teedtimate the latent image in
order to iteratively refine the kernel and because most o€timeputation is performed at the
scale of the blur kernel. Although this technique appliely tmimages with a sufficient num-
ber of straight edges in many orientations, these encongpdamge set of images including
many man-made scenes. Kernel projections can also prodidiéianal cues to improve the
kernel estimation performance of existing algorithms. \Wapse a method to integrate kernel
projection information in a MAP based kernel estimatiomfeavork.

B 1.1.2 Chapter 3: A content-aware image prior for image restoration

Even if we could accurately estimate the blur kernel, résgoa blur-free image from a blurry
photograph is still challenging because we lose high frequenformation during a blurry
observation process. To “fill-in” the missing informationge often exploit prior knowledge
about natural images. One of the most popular image pria$&avy-tailed gradient distribu-
tion of natural images. A MAP estimator, when used with a lgdailed, or sparse, gradient
prior, reconstructs images with piecewise smooth chatatitss. While a sparse gradient prior
removes ringing and noise artifacts, it also removes madtfency textures, degrading visual
quality. We can attribute such degradations to imposingnaarrect image prior. As is seen
in Fig. 1.1, the gradient profile in fractal-like textures, such asdrégclose to a Gaussian dis-
tribution, therefore a sparse gradient prior would peeasimall gradients from such regions,
over-smoothing textures.
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Figure 1.1: The gradient profile of natural images is often used as an ér@gpr in image
restoration tasks. Oftentimes, we use a single heavydtgjiadient profile as an image prior
for the entire image. However, this figure shows that gradpofiles differ significantly in
response to underlying textures. This observation suggést we should adapt the image
prior to the image content. This so called a content-awaragenprior improves the visual
realism of restored images.

To address this issue, we introduce an image priordlaptsto local texture. We adapt
the prior to both low-level local structures as well as neddl textural characteristics. We
demonstrate improvements on deblurring and denoisingtask
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Figure 1.2: The gradient distribution of images restored using a MAhestor can differ from
that of the original images, and this manifests itself as atmed textures. In Chaptet, we
present an alternative deconvolution method that matchegeconstructed image’s gradient
distribution to its reference distribution (i.e. the gradi distribution of the original image) to
restore visually pleasing textures.

B 1.1.3 Chapter 4: Image restoration by matching gradient distributions

Even with a content-aware image prior, a MAP estimator da¢shvays reliably reconstruct
rich textures. We present an alternative image restoratiethod calledterative distribution
reweighting (IDRYo improve the rendition of rich textures. IDR imposes a glatmnstraint on
image gradients: the restored image should have a gradgtribdtion close to a reference dis-
tribution. As is explored in Chapté&; a reference distribution not only varies from one image
to another, but also within an image depending on texturerdfbre, we estimate a reference
distribution directly from an input image for each textusgsent. We show through experi-
ments that IDR is able to restore rich mid-frequency texduhat are visually more appealing
than MAP estimates. User studies support our claim that IRRoves the visual realism of
reconstructed images compared to MAP estimates.
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Sensor

Static camera image Orthogonal parabolic camera:input Orthogonal parabolic camera: deblurred output

Figure 1.3: In Chapter5, we address spatially variant motion blurs induced by scibpao-
tions. We address two challenges associated with motiarrétnoval, namely the blur kernel
estimation and the reduction of information loss, by dgvelgp a new computational camera
that takes two consecutive images of a moving sdegfeé. An image captured by a static cam-
era. Middle: Our solution takes two consecutive images of a scene usigadplic camera
moving in two orthogonal direction®Right: The restored image.

B 1.1.4 Chapter 5: Orthogonal parabolic exposures for motion deblurring

In this chapter, we address spatially variant blur inducgthbving objects. Removing subject
motion blur is challenging because one hatotally estimate the motion. Even if the motion
is successfully identified, blur inversion can still be aié because the blur kernel attenuates
high frequency image content.

We present a computational camera to address above chedlewg assume that the object
is moving at constant velocities in arbitrary 2D directigregallel to the imaging plane. This
assumption is often satisfied when the exposure time iswehaishort. Our solution captures
two images of a scene with a parabolic camera motion in twwogidnal directions. We show
that this strategy near-optimally preserves the imageetdrdf moving objects, which allows
for a stable blur inversion. Taking two images of a scene lad$jos us estimate spatially varying
object motions. We present a prototype camera and demtmstracessful motion deblurring
on real world motions.

H 1.2 Other work not included in the thesis

During the PhD studies, | also had a chance to contributestoadines other than deblurring. In
collaboration with Dr. Hensin Tsao and Prof. William Freemideveloped an automatic skin
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mole localization methodlfg] that can be used as a front-end system for automatic melanom
detection. With Prof. Shai Avidan and Prof. William Freemameveloped a new image
editing framework called “The Patch Transforml'719]. We extended this framework to
solving image jigsaw puzzles consisting of square piet8ks [

H 1.3 Notes

Parts of the work presented in this thesis appeared prdyiati2010 IEEE International Con-
ference on Computational Photography (ICCP)| [and 2010 IEEE Conference on Computer
Vision and Pattern Recognition (CVPR].

This work was supported in part by Samsung Scholarship Fdiord by NGA NEGI-
1582-04-0004, by ONR-MURI Grant NO0014-06-1-0734, by @é&m Microsoft, Google,
Adobe and Quanta.



Chapter 2

Blur kernel estimation from blurred

edge profiles

H 2.1 Introduction

ANY challenges in deblurring stem from the severely undericained nature of the
M problem: many image—blur pairs can explain the blurred enagortunately, most
image-blur pairs are implausible because the correspgridiages contain ringing and noise;
kernels are not continuous. Therefore, existing deblgrtéthniques exploit prior knowledge
about natural images and blur kernels to distinguish theecbisolution pair from incorrect
ones. Although this prior knowledge is effective, it is ofteot strong enough to reliably dis-
tinguish the correct solution from others. In this chaptex,present additional cues to exploit
in blur kernel estimation.

Our algorithm estimates a blur kernel by analyzing blurréges. Intuitively, edges along
different orientations are affected differently by bluretefore we can consider different edge
profiles as “signatures” of a blur. We formalize this intoiitiand show how to use blurred
edges to recover thieadon transfornof the blur kernel, that is, a set of projections of the blur
kernel in different orientations. We can restore the blunkEby inverting the estimated Radon
transform. Advantages of our method are that (i) we do nobileave the blurred image to
refine the estimated kernel and that (ii) we perform a bulbhefdcomputation at the size of the
kernel, which is often considerably smaller than the imalye.demonstrate that our approach
is well-suited for scenes with numerous edges such as mae-eravironments.

Even if a blurred image does not contain many edges in diffesgentations, we can still
exploit kernel projections. We introduce a method to irdégiRadon transform constraints in
a maximum-a-posteriori kernel estimation framework toriove the kernel estimation perfor-

27
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mance. This alternative method is computationally moreeegye, but it is more stable than
simply inverting the Radon transform.

Contributions We can summarize the contributions of this chapter as fallow

e We demonstrate that the blur kernel can be estimated fromelol@dge profiles using the
inverse Radon transform.

e We describe a method to detect stable edges for use in kestimala¢ion.

e We introduce a method to integrate blur kernel projectionst@ints in a maximum-a-
posteriori estimation framework to jointly estimate thardternel and the sharp image.

M 2.1.1 Related work

In this work, we consider spatially invariant blur. Spdyiahvariant blur arises when the scene
is static and the camera undergoes a small out-of-plangaiar a translation (for a constant-
depth scene.) A spatially invariant blur model is populareaese one can exploit a simple global
convolution model to describe an image formation procesenBvith the spatially invariant
blur assumption, however, estimating the correct blur feosingle image is a challenging task
due to inherent ambiguities: the observed blurry input ienegn be interpreted as a blurry
image of a sharp scene or a sharp image of a blurry scene. miigyaity can be address
by taking multiple photos, each of which contains differbhir [9, 13, 15,52, 64,90]. Taking
images with modified camera§,[79] can also improve the kernel estimation performance.
Oftentimes, however, we are provided only with a singledylimage from a conventional
camera, therefore a single-image blur kernel estimatioblpm received a lot of attention. To
resolve the inherent ambiguity, different assumptions lon kernels and natural images have
been incorporated. Fergesal.[31] exploit the knowledge that a histogram of gradients from
natural images exhibits a heavy-tailed profile and that@g@iam of intensities in blur kernels
is sparse. They use a variational inference technique t@fitsnate a blur kernel, which is then
used to restore a blur-free image using the Richardson-decgnvolution algorithm54, 65].
Shanet al.[74] introduce a local prior, in addition to a sparse gradiemmpof natural images,
to detect and smooth surfaces. @dial. [10] assume that a blur kernel should be sparse in
the Curvelet domain and an image should be sparse in the tagioenain. These techniques
solve a large system of equations to find the sharp image rathd/dlur kernel that satisfy the
observation model while conforming to prior knowledge aldglur and natural images.
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Several prior work explicitly leverage blurred edges taneate blur, as in our method.
Jia [4]1] estimates an alpha matte from user-selected edges, asdgudntly estimates the
blur kernel from the matte by minimizing a non-linear cosadtion consisting of an image
observation term as well as an image prior. Jashal. [42] predict sharp edges directly from
a blurry photo and estimate the blur kerig@&lenthe location of predicted sharp edges. Their
edge prediction scheme assumes that the blur kernel is adainChoet al.[14] extend Joshi
et al. [42] in a multi-scale manner to estimate more general blur kenwéh multiple modes.
Choet al.[14] reduce the computation by deblurring only edges in theigradlomain: their
GPU implementation runs in near real-time. Leenal. [50] compare the performance of
several single-image blind deconvolution algorithms, angpirically show that the algorithm
introduced by Fergust al.[31] is the state-of-the-art in single-image blur kernel estion *.

B 2.2 Kernel estimation from edges

We model the image formation as a convolution of a blur kekreetd a sharp latent imade
B=k®l+n (2.1)

whereB is an observed, blurry image ands input noise. Our goal is to reconstruct a sharp,
natural-looking latent imagefrom the observed imaga.

B 2.2.1 The Radon transform and blurred line profiles

We briefly review the Radon transform for two-dimensiongnsils and illustrate how it is
related to blur. For an in-depth review of the Radon tramsfare refer the readers t@%, 81].
The Radon transform of a signé{x,y) is an integral of the signal along a straight line:

a}(p)= | | 1(x)5(p—xcox) ~ysin(6))dxdy (2.2)

where8 is the orientation of the straight line that we integrateraed p is the offset of that
line from the origin of thex —y coordinate (See Fig.1). (pef can be viewed as a projection
of the signalf along the direction orthogonal to orientatién If we take enough projections
of the signalf in all possible orientations, asymptotically we can recdke original signalf
using the inverse Radon transforgt].

1l evin et al.[50] do not consider Chet al.[14].
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AN
o(p)

Figure 2.1: The Radon transfompg (p) of asignal f (i.e. the star) is an integral of the signal
along the linep = xcog ) + ysin(0) (i.e the dotted line).

Interestingly, we can relate the Radon transform to our intagnodel in Eg.2.1 The
imaging model in Eg2.1can be expressed in the continuous domain:

B(ox. py) = [ Z [ o; k(Y)I (px — X, py — y)dxdy (2.3)

If the latent image is an ideal straight line along oriemta®, we can parameterize the latent
imagel asd (p —xcog8) —ysin(6)), wherep = , / pZ + p2. Therefore,

BL(py) = [ [ Kixy)3(p—xcos(6) — ysin(9)) dxcly

= ¢(p)

(2.4)

In other words, every orthogonal slice of a blurred line etalalong the orientatio, is a
projection of the blur kerne{pg(p). Fig. 2.2 shows graphically thaB (py, py), evaluated at a
fixed point[px, py], is @ sum of intersections between the blur kernel and tlee Bp(py, py) is
a projection of the blur kernel.

To illustrate this concept numerically, we blur lines infdient orientations and compare
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Figure 2.2: The value of the convolved image at the green dot is a sumessattions of the
blur kernel (the black line) and the line (the red line). Thattdd green circles indicate the
intersections.

orthogonal slices of blurred lines to explicit projectiarfghe blur kernel in those orientations.
Fig. 2.3 shows the results. As expected, the orthogonal line pradiles/ery close to explicit
kernel projections.

This relationship between the Radon transform and blumeddrofiles implies that we can
estimate blur kernel projections and use them for kernénesibn if we can detect blurred
lines. However, detecting lines reliably from a blurred geds a challenging problem, espe-
cially when the blur is multi-modal. Furthermore, many 8rie images are not ideal: each line
has a finite width, therefore blurred line profiles are no kEmpgerfect projections of the blur
kernel?.

Fortunately, a blurred edge can provide information simitaa blurred line. An ideal
binary step edge with orientatidhcan be modeled as an integral of a line aléhg

ep) :[Zé(r—xcoqe)—ysin(e))dr (2.5)

Therefore, a blurred edge profile can be modeled as follows:

2We can show that a slice of a blurred line of a finite width is @jgrtion of the kernel convolved with a box
filter of that width.
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Blurred line - 0 degree Blurred line - 45 degrees  Blurred line - 135 degrees

Slice of blurry line Projection of blur kernel

hh )

Figure 2.3: We show experimentally that a slice (i.e. the dotted red) lovéhogonal to a
blurred line is the same as an explicit projection of the karnel along the line.
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In other words, an orthogonal slice of a blurred edge is aggratl of a blurred line profile.
Therefore, blurred line profiles can be recovered by difigagéing blurred edge profiles.

Extracting edge profiles from color images To extract blur kernel projections from a color
image, we assume a color-line image mods] [within a local neighborhood of an edge: a
local region in a natural image has two dominant colors. Temithant colors for a given pixel
are estimated by averaging pixels at two ends of the sliagp &4). Given the two dominant
colorsW, Z, we can represent each pixel on the orthogonal gli@s a linear combination of
W,Z:
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. e Vi
color estimation “:\

Figure 2.4: To find two dominant colors on either side of an edge, we aeethg pixels
separated from the edge By4 the size of the blur kernel.

G=aW+(1—a)Z (2.7)

We usea’s as the blurred binary edge slice.

B 2.2.2 Recovering the blur kernel from its projections

Recovering a two-dimensional signal from its one-dimemaigrojections, also known as the
inverse Radon transform, has been studied extensivelyeirature 25, 81]. In this work, we
view the inverse Radon transform as maximizing the post@robability of the blur kernek
given the observed imadg This framework allows us to incorporate prior knowledgekon

From the Bayes’ rule,

p(k|B) O p(Blk) p(k) (2.8)

We directly model each term as follows. We model the likedthderm p(B|k) from the con-
straint that explicit projections of the blur kerreshould match its projectiongy, estimated
from blurred edge slices:

N
P(BK) =[] p(em )

N _ 2
mexp<_z._1u¢§.anaku )
p

(2.9)

wherei indexes edge samplds,is the total number of edge sampl&g, is a projection operator
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alongit" sample’s dominant orientatiof}, andng is the variance of observation noise. We set
the noise variancg as(2+ a)n4 wheren? is the variance of the imaging noise. The factor of
2 results from differentiating edge slices (see E6) anda = 1 models orientation estimation
error, which increases with the image noise level.

The number of edge samples (i.&l in Eq. 2.9) affects the speed of our algorithnN
depends on the size of the image and/or the image contentb®¥éeve, however, that having
many edge samples in similar orientations is beneficial inosterms of reducing noise of the
projection along that orientation. In light of this obsdiwa, we average out the noise “off-line”
in order to accelerate the kernel reconstruction. In paletic we approximatg | ||@s — Rgk||?
as a sum over binned angles:

N 360
Zl\lfpe.—Re.kHz% > Wil @5, —Re k| (2.10)
i= =1

wherej indexes angles in steps dT,ﬁJej is the average of kernel projections that have the same
binned orientatiorf;, andw; is the number of samples that have the same binned oriemtatio
;. This approximation allows us to efficiently recover therigreven for images with many
edge samples.

In addition to kernel projection constraints, we incorperthe knowledge that intensity
profiles of blur kernels, as well as gradient profiles of blerrels, are sparse:

p(k) O exp{— (Aa[[K||"* + Az||CK|[*) } (2.11)

We use the same parameters for all experiments, determimedgh cross-validationi; =
15y =09A,=0.1,o=0.5.
Given this model, we can recover the blur kernel by miningine negative log-posterior:

5 | 3729w || @, — Rey K>
k= argkmln{ 2r7]2 !
p

We use an iterative reweighted least squares med®)d@§| to minimize the energy in EQ.12

+)\1||k\lyl+)\zHDkH”} (2.12)

Aligning blur kernel projections In order to reconstruct an accurate blur kernel, it is imgoatrt
that blur kernel projections are aligned: the center ofguiipn among all kernel projections
should be the same. If the center of projection are not aligdetails of the blur kernel could
be smeared out.

To align blur kernel projections, we exploit the fact that ttenter of gravity in an object’s
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@ : Center of gravity

\/
Figure 2.5: The center of gravity within an object’s projection is eql@nt to the projection
of the object’s center of gravity.

projection is equivalent to the projection of the objecenter of gravity, as shown in Fig.5.
We shift the edge slices such that the center of gravity it @agjection is at the center of the
projection. This ensures that the center of projection agradikernel projections is aligned.

Synthetic experiments \We analyze the performance of our kernel estimation algoriising

a synthetically blurred test pattern. We generated a tdttrpawith ideal lines and ideal step
edges in 12 orientations, shown in F&6. We blur this test pattern using a blur kernel shown
at the top of Fig2.6, and add 0.5% Gaussian noise to the blurred pattern.

As a first experiment, shown in Fig.6(a-c), we take 120 slices of blurred lines (at edge
samples indicated with green dots) and recover a blur kénaralthose slices using three differ-
entinverse Radon transform algorithms. We consider a baj&gtion algorithm in Fig2.6(a),

a filtered back projection algorithm in Fig.6(b), and our algorithm in Fig2.6(c). We add
different amount of Gaussian noise to the ground-truthntaigon of each slice to stress-test
algorithms to orientation estimation error. Recoverech&ks under different orientation noise
levels are shown in colored boxes. We observe that our #hgoraithfully reconstructs the
blur kernel at all orientation noise level, whereas othgoathms reconstruct kernels that are
too “blurred” or that have streaks even at a low orientatiois@ level. This shows that a sparse
prior on blur kernels improves the kernel reconstructiorfgrenance.

As a second experiment, shown in F&6(d), we take 120 slices of blurreedgesand
recover the blur kernel from the derivatives of blurred eggafiles. Again, we add different
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Legend
Original
blur kernel 6,=0 6o~ 3 6,= 10 6,=20
(a) Kernel estimation from lines using (b) Kernel estimation from lines using
back projection - 120 slices, 12 orientations filtered back projection

(c) Kernel estimation from lines (d) Kernel estimation from edges
using a sparse prior - 120 slices, 12 orientations

(e) Kernel estimation from edges (f) Kernel estimation from edges
- 60 slices, 12 orientations - 60 slices, 6 orientations

Figure 2.6: We estimate a blur kernel from a synthetically blurred testgrn. We blur the
test pattern using the blur kernel shown on the top left. Assadikperiment, we compare three
different inverse Radon transform algorithms: (a) the bpakection algorithm (b) the filtered
back projection algorithm (c) our algorithm in EQ.12 We estimate the blur kernel from 120
slices of lines in 12 orientations. Green dots correspongixels at which we take the slices.
We add different amount of orientation noise, of standandat®n g, (in terms of degrees),
to the ground-truth orientation, and show reconstructear lilernels in each case. We observe
that our algorithm faithfully reconstructs the kernel assoall orientation noise levels, whereas
other algorithms reconstruct kernels that are too “blurfear that have streaks. We test the
stability of our kernel reconstruction algorithm by vargithe number of edge slices and the
number of orientations. (d) 120 slices of edges in 12 origma () 60 slices of edges in 12
orientations (f) 60 slices of edges in 6 orientations. Weeolss that it is important to sample
enough edges in many orientations.




Sec. 2.2. Kernel estimation from edges 37

amount of Gaussian noise to the ground-truth orientatidre Kernel estimation performance
deteriorates slightly since differentiation of edge pesfidoubles the observation noise vari-
ance. However, recovered kernels are close to the groutidternel across all orientation
noise levels. In Fig2.6(e), we reduce theaumberof edge slices for kernel estimation while
sampling edges in all 12 orientations. Reducing the numbsliaes by a factor of 2 increases
the noise variance by a factor ¢f2, but even in this case the estimated kernels are still quite
accurate. When we reduce the number of orientations by arfattwo Fig.2.6(f) while using

60 slices as in Fig2.6(e), however, our algorithm is less stable. This experinsbotvs that, if
possible, we should take many edge samples in many oriemsati

B 2.2.3 Detecting reliable edges from a blurry image

For an accurate kernel reconstruction, we need to find stablated step edges. We introduce
an image analysis technigue that selects stable edges flianrg image. As a first step, we
run an edge detector to find an edge rzapf candidate edge samples.

Our goal is to sieve isolated step edges that satisfy fouredbsharacteristics. First, se-
lected pixels should correspond to a step edge with enougtiash on either side, which en-
sures that the signal to noise ratio of the blurred profileigdrh We enforce this constraint
by discarding edge samples with a small color differencevéen two locally dominant colors
(Sec.2.2.1). In RGB space, ifiW — Z|| < 0.03, we discard that edge sample. Second, the
blurred edge profile should not be contaminated by adjackggs To ensure that two adjacent
step edges are sufficiently separated, we take an orthoglice$: of the edge maj at each
edge candidate, and we discard edge samples Wgh> 1. Third, a local neighborhood of
an edge candidate should conform to a color-line image mddedther words, blurred edge
profiles (i.e. a’s from Eq.2.7) should lie between 0 and 1. An edge sample with a slice that
lies outside of O- € and 1+ &, wheree = 0.03, is discarded. Lastly, the edge should be locally
straight. The “straightness” is measured as the norm of\ikeage orientation phasor in the
complex domain. At each edge candidgtere compute the following measure:

|3 jena) exp(—i26;)|
Yieniy 1l

(2.13)

wherei = /—1, andN(l) indicates edge candidates in the neighborhood of pixéthis norm
is close to 1, then the edge is locally straight in the neighbdad of pixell. We discard edge
samples with the norm less than 0.97.
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Our edge selection algorithm depends on the blur kerne| siaeeh is estimated by users.
If the estimated blur kernel size is too large, the secondthind step of our edge selection
algorithm would reject many edges since (i) more slices ef@éldge magE would contain
more than one edge (ii) the size of the neighborhood in witieltoblor-line model should hold
increases. Therefore, users should ensure that the estirnlair size is just enough to contain
the blur.

B 2.3 Experimental results

This section provides experimental results that illustridite performance of our deblurring
algorithm. We compare our algorithm’s performance to ttmempeting methods: Ferges
al. [31], Shanet al. [74], and Choet al.[14]. In order to compare just the kernel estimation
performance, we used the same deconvolution algorig8jtd restore images.

Fig. 2.7 shows deblurred images. In most test images, our algoritarfoyms favorably
compared to prior art. As long as we can find enough stablesedg®many orientations, our
algorithm can reliably estimate the kernel. F2g8 shows more comparisons.

Our algorithm sometimes recover blur kernels with spuritsisnds”, as in Fig.2.8a),
when the edge selection algorithm erroneously includesables edges at which edge slices
intersect other neighboring edges. A better edge seleatgorithm should reduce such error.

Another limitation of this algorithm is that it can be und@lwhen there are not enough
edges, as shown in Fig.9(a), and/or when there are not enough edges in differemtatiens,
as shown in Fig2.9b). When there are not enough edges, there simply isn’'t imfcimation
to estimate the kernel with; when there are only few domimaigntations in selected edges,
we can only constrain the blur in those orientations and aaratover meaningful blur kernel
in other orientations. In some cases, this is less problenyan interesting aspect of estimating
the blur kernel explicitly from blurred edge profiles is thila¢ estimated blur kernel contains
enough information to properly deblur edges in those aaitgorts, even if the blur kernel is not
entirely correct. For instance, if an image is a single stigeeas in Fig2.10 we do not need
to recover the original blur kernel to adequately removebine We can remove the blur from
the stripes as long as we recover the horizontal componehedilur kernel, and this is what
our algorithm does.

Kernel projection constraints in EQ.9 assume that the imadgis a “linear” image. In
other words, the blurred imag® is not processed by any non-linear operators such as non-
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Blurry image Fergus etal. ~ Shan et al. Cho et al.

Figure 2.7: This figure compares our algorithm’s kernel estimation perfance to three pre-
vious work: Fergus et al.31], Shan et al. 4], and Cho et al. L4]. In most examples, our
algorithm compares favorably to prior art.

linear tone maps. We observe experimentally that our dlgaris vulnerable to non-linearities
in B, therefore it is important to properly linearize the inpuotaigeB. in this work, we used
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Blurry image Fergus et al. Shan et al. Cho et al. Ours

Figure 2.8: This figure shows more comparisons of our kernel estimatigorishm and prior
art.

only raw images as our test set in order to factor out arfdcm non-linearities. We observe
that while competing algorithms are less susceptible telim@arities, using raw images also
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Selected
edge samples

Blurry image

Figure 2.9: Our kernel estimation algorithm is sensitive (a) when themee not enough edges
and/or (b) when there are not enough edges in different tateans. This figure illustrates
these failure modes.

improves their performance.

Chromatic aberration from a camera lens may also affectekestimation performance.
When chromatic aberration is significant, our edge seleaigorithm will discard most edge
samples because an edge slice would not be explain by twandotolors (Se@.2.1).

B 2.4 The joint estimation of the blur kernel and the sharp image

As discussed in the previous section, our kernel estimatigorithm is less stable when there
are not enough edges in many orientations. To handle imhgesgd not have enough isolated
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()

(d)

Figure 2.10: (a) A blurred stripe (b) The deblurred stripe using the keresimated from our
algorithm (c) Estimated blur kernel (d) The ground-truthubkernel. Our kernel estimation
algorithm only recovers the “horizontal” component of theognd-truth blur kernel, but the
deblurred image is still crisp and is free of ringing.

edges, we develop a method to incorporate kernel projectmstraints in a more general
deblurring framework.

One method to estimate a blur kerrkeind a sharp imagk is by maximizing the joint
distribution ofk andl [14, 74]:

[k, 1] = argmaxp(k, 1 |B)
ki

k. 1)p(k)p(l) (2.14)

= argmaxp(B
kI

[k, 1] is called a maximum-a-posteriori (MAP) of the joint distrtton p(k, | |B).
One often models the likelihood terpiB|k, I ) using the image observation model (RdL):

[B—k®1]?
p(Blk, 1) O exp<—Tg (2.15)
The image priom(l) favors a piecewise-smooth latent image:
p(1) O exp(—A|/OIY) (2.16)

The blur kernel priomp(k) favors blur kernels with sparse intensity profiles as welsparse
gradient profiles (Eq2.11). Because maximizing(k, | |B) with respect td,| jointly is chal-
lenging, we can resort to an alternating maximization aflgor to solve Eq.2.14 we first
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% Initial kernel estimation

k < argmin, Eq.2.12

for I=1to5do
[ < argmax p(k,1|B) % Latent image estimation
| < bilateralFiltering()
k < argmax, p(k,T|B) % Kernel estimation

end for

[ < argmax p(k,1|B)

Algorithm 1: MAP kernel estimation

maximize the joint distributiorp(k, | |B) with respect to the blur kern&lwhile keeping the im-
agel fixed, and then we maximizp(k, | |B) with respect td while holdingk fixed. We iterate
these two steps until convergence.

Despite the simplicity, Leviret al.[50] argue that the joint estimation of the kernel and the
sharp image is not a good idea because the joint probabilit@ E4is often maximized wheh
is an impulse function (i.e. no-blur) arnds the input blurry imag®. For instance, the no-blur
solution pair maximizes the likelihood (E8.19, an impulse function is not penalized by the
blur kernel prior, and a blurry version of an image is somesrfavored by the image prior over
its original version Q).

To resolve this issue, we augment the likelihood term inZEtpusing the Radon transform
constraint in Eq2.10

Ckel2 $¥%w|ds, - Rek?
p(B|k,I)Dexp<—{HB ko1 | 2j=1%ill% ~ Re | }) (2.17)

2nz 2n3

The Radon transform term penalizes the no-blur solutiod,this steers the joint distribution

p(k,|
tion algorithm. Notice that we filter the latent image estienausing a bilateral filter before

B) to favor the correct solution. Algorithrh shows the pseudocode for the joint estima-

re-estimating the kernel, as it4]. i usually contains ringing and noise that violate the sparse
gradient profile model, therefoieis not a good estimate to refine the blur kernel with. The bi-
lateral filter removes such ringing and noise such that ttexditl imagé is closer to the image
we want to recover. The bilateral filter step is importantifoproving the kernel estimation
performance.

Experimental results  Fig.2.11(a-b) show how the MAP kernel estimation algorithm improves
the failure cases shown in Fig.9. The images deblurred using the MAP kernel estimation al-
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Ours - Ours -
Radon Transform MAP

Blurry image Fergus et al. Shan et al. Cho et al.

,Am,"&:q o
I

Figure 2.11: By integrating kernel projection constraints to a MAP kdrestimation method,
we can improve the kernel estimation performance. (a-bjvsthat even when there are not
enough edges in different orientations (as shown in Eif), the MAP kernel estimation algo-
rithm can reliably reconstruct the kernel.

gorithm are more crisp and have less ringing compared t@tbiosur original kernel estimation
algorithm. In general, the MAP kernel estimation algoritbl@ans up spurious “islands” in es-
timated kernels and improves the quality of deblurred irsagég.2.12shows more examples
comparing the performance of competing deblurring albord.

To double-check that the new posterior probability modedsgroblem better than the con-
ventional posterior probability, we compare the negatgeposterior of our MAP solution and
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Figure 2.12: We show more examples in which the MAP kernel estimationigigoimproves
the estimated blur kernels.

the no-blur solution. The negative log-posterior of oumsioh in Fig.2.11(a) is 2.29x 10%,
whereas that of the no-blur solution is 7.98.0°: the Radon transform constraint effectively
penalizes the no-blur solution.

B 2.5 Conclusion

In this work, we introduce a new insight to the blur kernelraation problem: blur kernels
can be estimated by analyzing blurred edge profiles. Ountgah is especially well suited
to images that have many step edges in different oriensgtisuch as man-made scenes. Our
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insight can also be useful for existing blur estimation rodth We presented a method to inte-
grate kernel projection constraints in a MAP based kerrtghasion framework. Experimental
results show that our kernel estimation algorithm comptesrably to prior art.



Chapter 3

A content-aware image prior for

image restoration

H 3.1 Introduction

VEN if we could perfectly estimate the blur kernel from a blurdyopograph, restoring
E a clean, sharp image is still a challenging problem becaligeatienuates information
about the original image. Image enhancement algorithnes eéisort to image priors to hallu-
cinate the lost information.

Natural images often consist of smooth regions with abrdges, and this characteristic
leads to a heavy-tailed gradient profile. In recent yearseavyrtailed gradient profile has
been extensively exploited as an image prior: the gradiatisics are represented by fitting a
flexible parametric distribution to gradient samples. geitparameters are often kept uniform
for the entire image, effectively imposing the same imagderpverywhere 31,48, 71]. Un-
fortunately, different textures have different gradieatistics even within an image, therefore
imposing a single image prior for the entire image is inapgede (Fig.3.1).

We introduce an algorithm that adapts the image prior to lmthlevel local structures as
well as mid-level texture cues, thereby imposing an adaptied for each texture! Adapting
the image prior to the image content improves the image nagio performance. In Se8.3
we analyze a large database of natural images and presem@ncal result that gradient
statistics in certain textures are not sparse. This observgustifies our argument that we
should adapt the image prior to underlying textures. We igeoalgorithmic details of the
content-aware image prior in S&4, and show image restoration results in S26.

1strictly speaking, an estimate of image statistics made aftamining the image is no longer a “prior” proba-
bility. But the fitted gradient distributions play the sanaéeras an image prior in image reconstruction equations,
and we keep that terminology.

a7



48 CHAPTER 3. A CONTENT-AWARE IMAGE PRIOR FOR IMAGE RESTORATION
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Figure 3.1: Colored histograms represent gradient statistics of ragiavith the same color
mask. In many images, the steered gradient profile is spatia@riant. Therefore, an image
prior should adapt to the image content. Insets illustrabsvisteered gradients adapt to local
structures.

M 3.2 Related work

Image prior research revolves around finding a good imagefwem or basis functions under
which a transformed natural image exhibits unique chariatites. Transforms derived from
signal processing have been exploited in the past, inauthie Fourier transform3{], the
Wavelet transform§3], the Curvelet transformll], and the Contourlet transforn26.

Basis functions learned from natural images have also bdesdiiced. Most techniques
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learn filters that lie in the null-space of the natural imagenifold [66, 86,87,91]. Aharon
et al. [4] learn a vocabulary that a natural image is composed of. Keweone of these
techniques adapt the basis functions to the image.

Edge-preserving smoothing operators do adapt to locattstes. Anisotropic diffusion
operators 8] detect edges, and smooth along edges but not across thenmilarsdea ap-
peared in a probabilistic framework called a Gaussian ¢mmdil random field §0]. A bilat-
eral filter [82] is also closely related to anisotropic operators. ERd &nd Barash¥] discuss
relationships between edge-preserving operators.

Some image models adapt to edge orientation as well as rmdgniHammondtt al. [38]
present a Gaussian scale mixture model that capturedistati§ gradients that are adaptively
steered in the dominant orientation within an image patathBt al. [67] extends this idea to
a random field to model oriented structures in images.

Adapting the image prior to textural characteristics wagstigated for gray-scale images
consisting of a single textureé/f]. Bishop et al. [7] present a variational image restoration
framework that breaks an image into square blocks and attapisnage prior to each block
independently (i.e. the image prior is fixed within the blpdiowever, Bishoget al.[7] do not
address the stability issues at texture boundaries.

B 3.3 Image characteristics

We analyze statistics of gradients adaptively steereddrdtminant orientation of local struc-
tures. Rothet al. [67] observe that the gradient profile of orthogonal gradidngs show a
higher variance compared to that of aligned gradiénfls thereby they propose imposing dif-
ferent priors orilgl and,l. We show that different textures within the same image a&s@h
distinct gradient profiles, therefore we propose adaptiegorior to local textures.

We parameterize gradient profiles using a generalized @audistribution:

V)\(y)
p(Hlv,A) = F(_l)exp(—)\HDI 1Y) (3.1)
y

wherel is a Gamma function, angb, A are shape parameters. Qualitativelydetermines
the peakiness andl determines the width of a distribution. We assume thgltand 0,1 are
independentp(Tol, Oal ) = p(Dol ) p(Tal ).
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H 3.3.1 The distribution of y,A in natural images

Different textures give rise to different gradient profilsd thus differeny,A. This section
investigates thalistribution of the shape parameteysA in image patches. About 110,000
image patches of 4% 41 pixels are sampled from 500 high quality natural imagesd, their
gradient profiles are fitted to a generalized Gaussian loligtoin to associate each patch with
v,A. We fit the distribution by minimizing the Kullback-LeibléKL) divergence between the
empirical gradient distribution and the model distribati@ We can show that this is equivalent
to minimizing the negative log-likelihood of the model distition evaluated over gradient
samples:

[7,5\] rgmln{——zlln (Ok;v,A)) } (3.2)

Claim 1. Supposeixi = 1..N are samples from an unknown distribution, and we wouldttike
fit a parametric distribution q to the samples ket ¢z (x) = & 51, 5(x—x) be an empirical
distribution of the samples xand let p be a generalized Gaussian distribution paranister
by shape parameterk, y. We show that a distribution p that best parameterizes thararal
distribution ¢ (in the KL divergence sense) minimizes the sum of negativikielihood over
samples x

N
minKL (el p) = ijﬂ{—%;ln(p(m:v,)\))} (3.3)

Proof. We can show that the KL divergence betwgenandq takes the following form:

KL(aelp) = [ ot (E ) ax

o)
_/N{Zléx X }In( bis 1()8( X')}>dx (3.4)
18 (n
N £ " (p(xl)>
Therefore, N
rp’iyKL(qellp) = T’iy{—%izlln(p(m;v,/\))} (3.5)
]

We use a Nelder-Mead optimization methdd][to solve Eq.3.2
Figure 3.2 shows the Parzen-window fit to samplfmn(}\) for Ool,O4l. For orthogonal
gradientsl,l, there exists a large cluster ngar 0.5,In(A) = 2. This cluster corresponds
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Figure 3.2: The distribution ofy,In(A) for Oyl , Oal in natural images. While the density is the
highest aroundy = 0.5, the density tails off slowly with significant density ardun= 2. We
show, as insets, some patches from Bid.that are representative of differeptin(A).

to smooth patches with abrupt edges or patches from textoweadaries. This observation
supports the fallen - leaves image model — an image is a eotdgverlapping instanceg,

55. However, we also observe a significant density even whengreater than 1. Samples
neary = 2 with largeA correspond to flat regions such as sky, and samplesynea? with
small A correspond to fractal-like textures such as tree leavegamsg We observe similar
characteristics for aligned gradierntgl as well. The distribution of shape parameters suggests
that a significant portion of natural images is not piecewiseoth, which justifies adapting the
image prior to the image content.

B 3.3.2 Spatially variant gradient statistics

Local gradient statistics can be different from global @gat statistics. Fig3.1 shows the
gradient statistics of colored regions. Two phenomena espansible for spatially variant
gradient statistics: the material and the viewing distafirce example, a building is noticeably
more piecewise smooth than a gravel path due to materiabpiep, whereas the same gravel
path can exhibit different gradient statistics dependinghe viewing distance.

To understand the implication of spatially variant gratligatistics, we consider using the
gradient profile of a specific region as an image prior for thire image in restoring a blurry
photo of Fig.3.1 Fig. 3.3 illustrates the experiment. When we use gradient stagigtmm
the sky to deblur the entire image, we recover the smoothlskypver-smooth other regions.
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Original image Using sky prior Using road prior

Blurred input Using tree prior Using building prior

Figure 3.3: We render a blurry photo of the sharp image in R3gl, and deblur it using priors
fitted to gradient statistics of different regions. We showpped patches of deblurred images
for comparison. The prior from the sky over-smoothes alkotiegions to generate smooth
sky; the prior from grass hallucinates high frequenciesriaisg at the expense of noise in other
regions. While the prior from buildings generates reasdeaenditions in all regions, the
reconstructed image is generally piecewise smooth, wisictisturbing in textured area such
as trees.

When we use the statistics from trees, we hallucinate higduiency texture in trees, but we fail
remove noise from other regions. While the prior from thdding does recover reasonable
renditions in all regions, the reconstructed image is pigse smooth and has visual artifacts
in textured area such as trees. This experiment impliedthktcally adapting the image prior

to underlying textures, we can restore an image that is \yspkeasing everywhere.

B 3.3.3 Scale dependence of gradient histograms

The scale invariance of natural images has been studiedsivety [68]. Two models embrace
the scale invariance: an occlusion model (a.k.a. a fatbends modeH6, 55]) and a pink-noise
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Figure 3.4: Different textures exhibit different gradient statistié®r some textures the shape
of the gradient histogram is roughly scale invariant. Thadjent statistics after deconvolution
also remain quite similar after down-sampling. First rovexture images. Second row: the
Fourier spectrum of a 1D slice through the center of the cgpnding sharp image. Third row:
the gradient histogram of the corresponding sharp imageirfforow: the gradient histogram
of the deconvolved image. The dotted black line corresptmtise gradient distribution of a
sharp image at the full resolution. Fifth row: the Fouriereggirum of a 1D slice through the
center of the corresponding deconvolved image.



54 CHAPTER 3. A CONTENT-AWARE IMAGE PRIOR FOR IMAGE RESTORATION

model, which stipulates that a Fourier spectrum of a natorage falls off as a function of/if .
Srivastaveet al. [77] experimentally show that the scale invariance holds oohah ensemble
of images and not necessarily within each image.

In this section, we analyze the scale invariance of gradiestbgrams withireachimage.
We assume that there are three dominant types of texturegunahscenes: a random natural
texture such as grass, a man-made scene, and a structured sexch as a brick wall (Fig.4).
We can view a random natural texture as an instance of a midenand we can consider
an image of man-made objects as an instance of an occlusageimodel. We analyze the
gradient profile of these textures as we vary the scale.

We first analyze the Fourier spectrum of a central row of thagen The Fourier spectra
(shown in the second row of Fig.4) of the grass and the chair scene (first two columns) fall off
inversely proportional to frequendy, whereas that of a brick wall image, which exhibit struc-
tured textures, show humps at high frequencies (in additiche harmonics) that correspond
to structural details. From the Fourier spectrum, we cafjecture that the gradient histogram
of structured textures may not be scale invariant since stwahtural details in high frequencies
will be lost through down-sampling.

The third row of Fig.3.4 shows the gradient histogram of each image across scaleetdhe
line corresponds to the histogram at full resolution; treegrline at one-half the full resolution;
the blue line at one-quarter the full resolution. We noticat the gradient profile is roughly
scale invariant for a random texture and a man-made scehéhdiuof structured textures is
not. As is conjectured earlier, we can attribute the scatenee of structured textures to the
loss of high frequency details from down-sampling.

To observe how deconvolution modifies gradient statistiesplur the images and decon-
volve them using a fixed image prioys(= 0.8,)5 = 0.6). The blur is about 5 pixels in width.
The fourth row of Fig.3.4 shows the gradient histogram of images after deconvolutidme
dotted black line corresponds to the gradient distributbthe sharp image at the full resolu-
tion. The sparse deconvolution tends to preserve the gradistribution of random textures
and man-made scenes, but greatly modifies the gradientegpodfditructured textures because
blur low-pass filters high frequency details.

Another interesting observation is that the gradient ofdbeonvolved image at one-half
the original resolution mimics that of the original imagefdt resolution in the case of ran-
dom texture and man-made objects. We leverage this obssmiatestimating the gradient
distribution from the blurry input image.
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Figure 3.5: This figure illustrates the pipeline of our image restoratimethod. Detailed
descriptions of each block are provided in Séel

B 3.4 The image prior estimation

The goal of this work is to identify the correct image prior é&ach pixel in the image. If we are
given a sharp image, one way to identify the image prior al @@l is to fit gradients in each
sliding window to a generalized Gaussian distribution, assign the fitted shape parameters
to the central pixel of each window, as shown in FB¢h. However, fitting gradients to a gen-
eralized Gaussian distribution requires a large amounbwipzitation, rendering this operation
for each sliding window intractable. Furthermore, we dolmte a sharp image to estimate the
image prior with.

This section presents our solution to this challenging lemb (i) we introduce a method
to estimate the image prior directly from a blurry input ireagnd (ii) we present a regression-
based technique to estimate the image prior. Our methodnipetationally more attractive
compared to fitting gradients within each sliding window tpemeralized Gaussian distribution.

H 3.4.1 Image model
Let B be an observed degraded imagbge a blur kernel (a point-spread function or a PSF), and
| be a latent image. Image degradation is modeled as a colrofutocess:

B=k®l+n (3.6)

where® is a convolution operator, amds an observation noise. The goal of (non-blind) image
restoration is to recover a clean imddeom a degraded observati@ygiven a blur kernek and
a standard deviation of noigg both of which can be estimated through stand-alone teabsiq
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[31,53.
We introduce a conditional random field (CRF) model to incogte texture variations

within the image restoration framework. Typically, a CRBtogation model can be expressed

as follows:

1

p(11B,k,n) = v

[]4s(l:Bikn)gi(l) (3.7)

whereM is a partition function and is a pixel index. Y is derived from the observation
processy from the assumed image prior:

L N2
we(l:Bi k) O exm—(a;%”% (3.8)
W) O exp—A|OIY) (3.9)

To model spatially variant gradient statistics, we introglan additional hidden variabie
calledtexture to the conventional CRF modet controls the shape parameters of the image
prior:

p(1,2B.k,1) = o [ (1B 1) (1,2) (3.10)

wherey ,(1,2) O exp(—A (2)]|01]"®). We modelz as a continuous variable since the distribu-
tion of [y,A] is heavy-tailed and does not form tight clusters (Bi@).

We maximizep(1|B,k, i) to estimate a clean imageTo do so, we approximatg(l|B,k,n)
by the functionp(l,

) at the modez”

ydz=~ p(l,2

p([B.kn) = [ pl, ) (3.11)

Sec.3.4.2discusses how we estimatéot each pixel.

B 3.4.2 Estimating the texture 2

A notable characteristic of a zero-mean generalized Gauskstribution is that the varianee
and the fourth momentt completely determine the shape paramefgrd| [75]:

_ E(B/V) . E(S/V)
AVI(1/y) AVT(1/y)

(3.12)
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To take advantage of these relationships, we define a varalied a local texture around each
pixeli, z, as a two dimensional vector. The first dimension is the waga; of gradients in the
neighborhood of a pixel and the second dimension is the fourth momigiof gradients in the
neighborhood of a pixet

z = [vi(On), fi(O)] (3.13)
Qualitatively, the variance of gradientg [l ) encodes the width of the distribution, and the
fourth momentf; (Ol ) encodes the peakiness of the distribution. Note that we asityecom-
putev;, f; through convolution.

Estimating the texture Z from the observe image B \We should ideally estimate the texture ~
from sharp image, butl is not available when estimatirg We address this issue by estimat-
ing the texturez from an image reconstructed using a spatially invariangenarior. We hand-
select the spatially invariant prior with a weak gradiengley so that textures are reasonably
restored at the expense of slightly noisy smooth regifggs: 0.8,Ao = 6.5],[ya = 0.6,A3 =6.5.

A caveat is that the fixed prior deconvolution may contangrthe gradient profile of the re-
constructed image, which could induce texture estimatioor.eTo reduce such deconvolution
noise, we down-sample the deconvolved image by a factor ef@&® estimating the textue ~
As investigated in Se@.3.3 a gradient profile of natural images is often scale invamae to
fractal properties of textures and piecewise smooth ptigsenf surfaces46, 55|, whereas that
of the deconvolution noise tends to be scale variant. Thezethe texture éstimated from the
down-sampled deconvolved image is close to the textureeobtiginal sharp image.

B 3.4.3 Estimating the shape parameters y,A from 2

We could numerically invert Eg.12to directly compute the shape parametgra ] from the
variance and fourth moment%]. However, a numerical inversion is computationally exgpes
and is sensitive to noise. We instead use a kernel regressitimod that maps the log of the
texture In(2) to shape parametefg, In(A)].

We should train the regressor to learn how to map the textaféhe down-sampledecon-
volvedimage to shape parameters to account for the effect of rasgiiiconvolution noise in
textureZ Since the deconvolved image, ttmygiépends on the blur kernel and the noise level,
we would ideally have to train regressors discriminativielyeach degradation scenario, which
is intractable. However, we empirically observe in B¢ that the variance and fourth moment
of the deconvolved, down-sampled image are close to thogeafown-sampled original im-
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Figure 3.6: We observe that the local variance and fourth moments ofignésl computed
from the deconvolved, down-sampled image of Bifj.are close to those computed from the
down-sampledriginal image.

age. Therefore we can afford to learsiagleregressor from the variance and fourth moment
of the sharp, down-sampled image to the shape parameteesesiimated shape parameters
are reasonably accurate for our purpose.

To learn the regression function, we samplé 25,000 patches of size ¥717 pixels from
500 high quality natural images. We fit the gradient profileeath patch to a generalized
Gaussian distribution, and associate each fit with the negi@nd fourth moment of gradients
in the down-sampled version of each patclx @ pixels). We use the collected data to learn the
mapping fromIn(v),In(f)] to [y,In(A)] using LibSVM [12]. We use a 10-fold cross validation
technique to avoid over-fitting.

B 3.4.4 Handling texture boundaries

If multiple textures appear within a single window, the estied shape prior can be inaccurate.
Suppose we want to estimate the image prior for a 1-dimeakshice of animage (Fig.7(a)).
Ideally, we should recover two regions with distinct shapeameters that abut each other by a
thin band of shape parameters corresponding to an edge. vdgwiee estimated image prior
becomes “sparse” (i.e. smaf) near the texture boundary even if pixels do not correspond t
an edge (the green curve in Fi§1.7(c)). This occurs because we use a finite-size window for
computingv and f causes this issue.

To recover appropriate shape parameters near texture aoesdwe regularize the esti-
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Figure 3.7: We regularize the estimated shape parameters using a GC&FRisat the texture
transition mostly occurs at a texture boundary. We modebthgervation noise in the GCRF
as thevarianceof the variance and fourth moments estimated from two Ganssindows of
different standard deviations — 2-pixel and 4-pixel, asvghan (b). This reduces the shape
parameter estimation error at texture boundaries, as shaw(c) (compare green and red
curves).

mated shape parameters using a Gaussian conditional rafieldn (iGCRF) B0]. Conceptu-
ally, we want to smooth shape parameters only near texturadasies. A notable observation
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at texture boundaries is thas estimated from two different window sizes tend to be défe
from each other: the large window could span two differextuiees while the smaller window
spans a homogenous texture, generating diffeent\We exploit this observation to smooth
only near texture boundaries.

To be more specific, we maximize the following probabilityrégularizey returned by the
regressor:

ply, )0 [1 vHIv)¥v.v) (3.14)

i,jeN()

whereN(i) denotes the neighborhood iofiy is the observation model and is the neighbor-
hood potential:

(¥ — w)?

207 )

_(w—w)2>
20%(i, )

Wil O exp(—
(3.15)

Y(y,v) Dexp(

We setoj and g, adaptively. We set the varianag(i, j) of the neighboringy as o2(i, j) =
a(1(i) = 1(j))?, wherea = 0.01 controls how smooth neighboring estimates should dyge.
encourages the discontinuity at strong edges of the ih§8@]. The observation noisel2 is
themean variancef the variancer and of the fourth momerit estimated from windows of two
different sizes (Gaussian windows with 2-pixel and 4-psteindard deviations.) If this value
is large, the central pixel is likely to be near a texture loarg, thus we allow its estimated
parameter to be smoothed. We use the same GCRF model toriegiéA ) with o = 0.001.

Fig. 3.7(c) shows the estimated shape parameters before and ajtdanization along with
the estimated GCRF observation noise. After regularinati’o textures are separated by a
small band of sparse image prior corresponding to an edgiesi®d.

Fig. 3.8 shows the estimated shape parameters for orthogonal gtadé Fig.3.1 In
Fig. 3.8(a,b), the parameters are estimated from the image reactedrfrom 5% noise and the
blur in Fig.3.11 In Fig. 3.8(@) we show the estimated shape parameters before textunebo
ary handling, and in Fig3.8(b) we show the result after texture boundary handling. @With
texture boundary handling, estimated shape parametews ‘simging” at texture boundaries.
After texture boundary handling, we correctly estimate shape parameters even at texture
boundaries. We observe that the estimated prior in the &gien is close to Gaussian (i.e.
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(a) Estimated from
deconvolved image

(c) Estimated from (b) Estimated from -before boundadry
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Figure 3.8: (a) The shape parameters for orthogonal gradients, est@ohdtom the down-
sampled deconvolved image of F&jl, before texture boundary handling. We observe “ring-
ing” at texture boundaries. (b) The estimated shape parameafter texture boundary han-
dling. Parameters are more consistent at texture boundari{g) The shape parameters esti-
mated from the down-samplediginal image. (c) is quite close to (b), which implies that our
kernel estimation method is accurate.

y =2 ~ 3), whereas the estimated prior in the building region isspé.e.y < 1). The esti-
mated shape parameters are similar to parameters estifnatedhe down-sampled, original
image, shown in Fig3.8(c). This supports the claim that shape parameters estinfistten a
degraded input image are reasonably accurate.



62 CHAPTER 3. A CONTENT-AWARE IMAGE PRIOR FOR IMAGE RESTORATION

B 3.4.5 Implementation details

We minimize the negative log-posterior to reconstruct artienage:
= argmm{( Cw Zi (Ao(2)[[Tol (D) + Aq(2) |01 || 2)} (3.16)

where [yo,Ao), [Ya; Aa] are estimated parameters for orthogonal and aligned gnadieespec-
tively, andw is a weighting term that controls the gradient penalty= 0.025 in all examples.
We minimize Eq.3.16 using an iterative reweighted least squares algorith@&78]. Algo-
rithm 2 shows the pseudocode of the entire system.

Yo <= 0.8« 6.5, < 0.6,A,<6.5
I < argmin Eq.3.16
for Orthogonal and aligned gradientsiadio
% For every pixel in the image
for i = l to Ndo
Vi = W ZleN (DDZ
fi <= @ Zheng (OD*
z < v, fi]
[Vo(i),In(Ao(i))] <= regression(z)
[Va(i),In(A4(i))] < regression(z)
end for
end for
[Yo, A0, Yas Aa] <= GCRFRegulariz€yo, Ao, Va, Aa))
| < argmin Eq.3.16

Algorithm 2: Image reconstruction algorithm

B 3.5 Experimental results

We evaluate the performance of the content-aware image lpyiapplying the prior in image
restoration tasks. The use of the content-aware imageipriorage restoration tasks improves
the rendition of textures.

B 3.5.1 Image restoration

We evaluate the performance of the content-aware image fatialeblurring and denoising
tasks. We compare our results to those reconstructed usipgrae unsteered gradient prior
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Figure 3.9: We compare the image restoration performance on 21 natorages with spatially
variant texture characteristics.

[48] and a sparse steered gradient pri®#][ using peak signal-to-noise ratio (PSNR) and gray-
scale structural similarity (SSIMBP] as quality metrics. We have augmented the steerable
random fields §7], which introduced denoising and image in-painting as igptibns, to per-
form deconvolution. In all experiments, we use the first oled the second order gradient
filters [32]. We can augment these algorithms with higher order gradikars to improve
reconstruction qualities, but it is not considered in thizrkv The test set, shown in Fi§.9,
consists of 21 high quality images downloaded from Label&8 fvith enough texture varia-
tions.

Non-blind deconvolution The goal of non-blind deconvolution is to reconstruct a ghar-
age from a blurred, noisy image given a blur kernel and a rleiss. We generate our test
set by blurring images with the kernel shown in F3gll, and adding 5% noise to blurred im-
ages. Fig3.10shows the measured PSNR and SSIM for different deconvaolutiethods. The
content-aware prior performs favorably compared to thepmiing methods, both in terms of
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I Unsteered gradient prior
PSNR [ Steered gradient prior
T 7 I Content-aware prior
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Figure 3.10: Image deconvolution results : PSNR and SSIM. Mean PSNReenest gradient
prior — 26.45 dB, steered gradient prior — 26.33 di®ntent-aware prior — 27.11 dB Mean
SSIM: unsteered gradient prior — 0.937, steered gradiemdrpr 0.940,content-aware prior

—-0.951

PSNR and SSIM. The benefit of using a spatially variant pganore pronounced for images
with large textured regions. If the image consists prinyasflpiecewise smooth objects such as
buildings, the difference between the content-aware inpaige and others is minor. Fi.11
compares the visual quality of restored images.

Denoising The goal of denoising is to reconstruct a sharp image fromisynabservation
given a noise level. We consider reconstructing clean im&gen degraded images at two noise
levels: 5% and 10%. Fig3.12shows the measured PSNR and SSIM for the denoising task.
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Blurry/Noisy image Unsteered gradient prior Steered gradient prior

PSNR: 25.59dB, SSIM: 0.960 PSNR: 25.48dB, SSIM: 0.962

Original image Content-aware prior

PSNR: 26.45dB, SSIM: 0.970

Figure 3.11: Adapting the image prior to textures leads to better reamasions. The red box
indicate the cropped regions.

When the noise level is low (5%), the content-aware prioonstructs images with lower PSNR
compared to competing methods. One explanation is thatdhtewt-aware prior may not
remove all the noise in textured regions (such as trees)JuBedie gradient statistics of noise
is similar to that of the underlying texture. Such noise, begr, does not disturb the visual
quality of textures. The SSIM measure, which is better ¢ated with the perceptual quality
[85], indicates that the content-aware image prior perfornghs} worse, if not comparably,
compared to other methods at a 5% noise level. The top rowgpf3FL3shows that at a 5%
noise level, reconstructed images are visually similds viorth noting that when the noise
level is low, image degradation is only moderate so thatnsitacted images do not depend
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Figure 3.12: Image denoising results : PSNR and SSIMb%inoise = Mean PSNR: unsteered
gradient prior — 32.53 dB, steered gradient prior — 32.74 dBntent-aware prior — 31.42 dB
Mean SSIM: unsteered gradient prior — 0.984, steered gradieior — 0.984,content-aware
prior — 0.982. At 10% noise = Mean PSNR: unsteered gradient prior — 28.54 dB, stéer
gradient prior — 28.43 dBg¢ontent-aware prior — 28.52 dB Mean SSIM: unsteered gradient
prior — 0.950, steered gradient prior — 0.95@ntent-aware prior — 0.959

heavily on the image prior.

When the noise level is high (10%), SSIM clearly favors inggeconstructed using the
content-aware prior. In this case, the observation termeigkythus the image prior plays an
important role in the quality of reconstructed images. Tagdm row of Fig.3.13shows de-
noising results at a 10% noise level, supporting our claiat the content-aware image prior
generates more visually pleasing textures. Bi@4shows more denoising performance com-
parisons.

Fig. 3.15shows the result of deblurring a blurry image captured wittaadheld camera.
We estimate the blur kernel using Fergisal. [31]. Again, textured regions are better recon-

structed using our method.

User study We conducted a user study on Amazon Mechanical Turk to caeniber visual
quality of reconstructed images. Each user views two imagee reconstructed using the
content-aware prior and another reconstructed usingreitieeunsteered gradient prior or the
steered gradient prior. The user has a choice of selectemgtire visually pleasing image or
selecting dThere is no difference’option.

We gathered about 20 user opinions for each comparisongli3Ai§ we show the average
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Noisy image __Unsteered gradient prior

" |

PSNR : 30.74dB, SSIM: 0.995
Content-aware prior

's‘ ¥ |

5% noise

PSNR : 29.27dB, SSIM: 0.995

Unsteered gradient prior Steereﬁgra_dient prior

S B

PSNR : 29.49dB, SSIM: 0.957 PSNR : 29.33dB, SSIM: 0.960
Original image Content-aware prior

i- i- o

PSNR :29.41dB, SSIM: 0.965

Figure 3.13: The visual comparison of denoised images. The red box detimeecropped
region. At ab5% noise level, while the PSNR of our result is lower than thdseompeting
algorithms, visually the difference is imperceptible. At@% noise level, the content-aware
prior outperforms the others both in terms of the PSNR an&®id. Furthermore, the content-
aware image prior restores visually more pleasing images.
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Figure 3.14: More visual comparison of denoised images.

user preference in each degradation scenario. Consistmowr expectations, users did not
have a particular preference when the degradation was $egll 5% noise), but at a high
image degradation level users clearly favored the coraemtre image prior over others.

M 3.5.2 Discussions

A limitation of our algorithm, which is shared by algorithrasing a conditional random field
model with hidden variablegB, 67, 8Q], is that hidden variables, such as the magnitude and/or
orientation of an edge, or texture of a region, are estimated the degraded input image or
the image restored through other means. Any error from tt@prpcessing step induces error
in the final result.

Although our algorithm improves the rendition of textureséstored images, the quality
of the restored textures still depends on the weighting terim Eq. 3.16 If w is too small,
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Blurry/Noisy image Unsteered gradient prior Steered gradient prior Content-aware prior

K e q

Figure 3.15: The deconvolution of a blurred image taken with a hand-haldera. We estimate
the blur kernel using Fergus et al3]]. The red box denotes the cropped region. The textured
region is better reconstructed using the content-awaregengrior.

Content-aware gradient prior Content-aware gradient prior
Vs. sparse unsteered gradient prior Vs. sparse steered gradient prior
I Unsteered grad. prior No Difference Il Content-aware prior Steered grad. prior

1

10.8

10.6
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o v
= > 5% 10% 5% = > 5% 10% 5%
o3 ° 3

Figure 3.16: This figure summarizes the user study results. The bluerremiaesponds to
the fraction of users that favored our reconstructions. Ada degradation level, users do not
prefer one method over another, but as the level of degradaticreases, users clearly favor
the content-aware image prior.

smooth regions may become noisy, wheneas too large, even the content-aware image prior
could over-smooth textures. Also, while reconstructedgesacontain richer texture compared
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to those of previous techniques, textures are still smodthen that of the original image.
In Chapter4, we introduce a different deconvolution algorithm capadflesynthesizing rich
textures.

Another way to estimate a spatially variant prior is to segitle image into regions and
assume a single prior within each segment. Unless we sedheeimhage into many pieces, the
estimated prior can be inaccurate. Also, the segmentataninadvertently generate artificial
boundaries in reconstructed images. Therefore, we estimalistinct image prior for each
pixel in the image.

M 3.6 Conclusion

We have explored the problem of estimating spatially vargaadient statistics in natural im-

ages, and exploited the estimated gradient statisticsaptaely restore different textural char-
acteristics in image restoration tasks. We show that théeeobaware image prior can restore
piecewise smooth regions without over-smoothing textueggbns, improving the visual qual-

ity of reconstructed images as verified through user studidapting to textural characteristics
is especially important when the image degradation is Bazmit.



Chapter 4

Image restoration by matching

gradient distributions

H 4.1 Introduction

HE content-aware image prior improves texture restoratioowéver, as discussed in
T Sec.3.5.2 the restored texture is often not as rich as the origindltex We attribute
this shortcoming to the use of a MAP estimator. When we use @ Mstimator to restore
a degraded image, the gradient distribution of the recocistd image is quite different from
that of the original image. Most of the times, as shown in Bid, the restored image has
more gradients with small magnitude compared to the originage, which indicates that the
restored image is smoother.

To address this issue, we introduce an alternative imageration strategy that is capable
of synthesizing rich textures. The main idea is that theediffice between gradient distribu-
tions is an indication that the restored image is not as abfigrthe original image. Therefore,
our deconvolution algorithm matches the reconstructedyéisegradient distribution to its ref-
erence distribution (i.e. the gradient distribution of tngginal image). Essentially, our method
imposes a global constraint on gradients, as opposed tosingpdocal constraints by simply
penalizing individual gradient as in a MAP estimator. Tdraate the reference distribution
directly from a degraded input image, we adapt the methaddoted in ChapteB. User
study substantiates the claim that images reconstructedabghing gradient distributions are
visually more pleasing compared to those reconstructatydiAP estimators.

71
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MAP estimate Gradient profiles

— Original image
—MAP estimate

N
Gradient magnitude

—Original image
—MAP estimate

10
Gradient magnitude

Figure 4.1: When we use a MAP estimator restore a degraded image, théegtatistribution
of the reconstructed image can be quite different from tlahe original image. We consider
the difference in gradient distributions as an indicatoatlthe restored image is not as natural-
looking. We present a method that matches the reconstruciage’s gradient distribution to
its reference distribution (i.e. the gradient distributi@f the original image) to hallucinate
visually pleasing textures.

M 4.2 Related work

Matching gradient distributions has been well investidatethe texture synthesis literature.
Heeger and Berger39] synthesize textures by matching wavelet sub-band higtogito those
of a desired texture. Portilla and SimonceB2] match joint statistics of wavelet coefficients
to synthesize homogeneous textures. Kep#hl. [44] introduce an inhomogeneous texture
synthesis technique by matching histograms of texelsuitexlements).

Matching gradient distributions in image restoration i$ eotirely new. Li and Adelson
[5]] introduce a two-step image restoration algorithm that figssonstructs an image using an
exemplar-based technique similar to Freeraaal. [33], and warp the reconstructed image’s
gradient distribution to a reference gradient distributicsing Heeger and Bergen's method
[39]. Woodfordet al.[89] propose a MAP estimation framework called a marginal piodiig
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field (MPF) that matches a histogram of low-level featuresshsas gradients or texels, for
computer vision tasks including denoising. MPF requirest ttne bins features to form a
discrete histogram; we propose a distribution matchinghotethat by-passes this binning
process. Also, Woodfordt al.[89] use an image prior estimated from a database of images and
use the same global prior to reconstruct images with difftelextures. In contrast, we estimate
the image prior directly from the degraded image for eactutex region. Schmidét al.[72]
match the gradient distribution through sampling. As witbddford et al. [89], Schmidtet
al. also use a single global prior to reconstruct images witfeifit textures, which causes
noisy renditions in smooth regions. HaColetral. [37] explicitly integrate texture synthesis
to image restoration, specifically for an image up-sampfiraplem. To restore textures, they
segment a degraded image and replace each texture segntleriextires in a database of
images.

B 4.3 Characteristics of MAP estimators

In this section, we illustrate why MAP estimators with a Sgaprior recover unrealistic, piece-
wise smooth renditions as illustrated in Hgl LetB be a degraded imagk e a blur kernel,

® be a convolution operator, andbe a latent image. A MAP estimator solves the following
regularized problem:

- _[IB—k®1]?
| = arglmm{T —|—WZ p(DmI)} (4.1)

m

wheren? is an observation noise varianeejndexes gradient filters, anmlis a robust function
that favors sparse gradients. We parameterize the gradistnioution using a generalized
Gaussian distribution. In this case(dl) = —In(p(0l;y,A)), where the priop(0l; y,A) is
given as follows: "
PIO1Y) = 32 g exe-A Y @2

I is a Gamma function and shape paramejgisdetermine the shape of the distribution. In
most MAP-based image reconstruction algorithms, grasiame assumed to be independent
for computational efficiencyp(Ol;y,A) = % |‘|i’\‘:1 p(dli; v, A ), wherei is a pixel index.Z is a
partition function, andN is the total number of pixels in an image.

A MAP estimator balances two competing forces: the recantd imagd should satisfy

the observation model while conforming to the image pricuer-intuitively, the image prior
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term, assuming independence among gradiahisggysfavors a flat image to any other images,
even a natural image. Therefore, the more the MAP estimati@sron the image prior term,
which is often the case when the image degradation is séherejore the reconstructed image
becomes piecewise smooth.

One way to explain this property is that the independencengnhacal gradients fails to
capture the global statistics of gradients for the wholegend he image prior tells us that gra-
dients in a natural imagepllectivelyexhibit a sparse gradient profile, whereas the independence
assumption of gradients forces us to minimize each gradieleppendentlyalways favoring a
flat image. Nikolova $8] provides a theoretic treatment of MAP estimators in gelrterahow
its deficiency.

We could remove the independence assumption and imposetgj@r on all gradients,
but this approach is computationally expensive. This papesduces an alternative method
to impose a global constraint on gradients — that a recartstiimage should have a gradient
distribution similar to a reference distribution.

B 4.4 Image reconstruction

In this section, we develop an image reconstruction algarithat minimizes the KL diver-
gence between the reconstructed image’s gradient distiband its reference distribution.
This distance penalty plays the role of a global image phat steers the solution away from
piecewise smooth images.

Let ge(OI) be an empirical gradient distribution of an imageandgg be a reference dis-
tribution. We measure the distance between distributiprnendgr using the Kullback-Leibler
(KL) divergence:

KL(aelor) = [ ae(ain () an) 3

An empirical distributionge is parameterized using a generalized Gaussian distributio

p(dl;y,A) (Eqg. 4.2. Given gradient samples]l;, wherei indexes samples, we estimate
the shape parameteys, Ag of an empirical gradient distributioge by minimizing the log-
likelihood:

N
[Ve,AE] :argmin{—Zléln(p(mli;y,)\))} (4.4)

VA
This is equivalent to minimizing the KL divergence betweeadient samplesll and a gen-
eralized Gaussian distribution (see S&8.1). We use the Nelder-Mead optimization method
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% Initial image estimate to start iterative minimization
. ki 2

10 = argmin {7“8 2';%'” +wiAR|| HVR}
Updateqe® using Eq4.4
% lterative minimization
for 1=1...10do

% KL distance penalty term update

| _ 1 e~ D
pe(0l) = {In (7EqR(EII) )
% Image reconstruction

. _ 2
' = argmin {% + Wi Ag|| O R +W2p('3(DI)}

Updateqe! using Eq4.4

end for
[ = [0

Algorithm 3: MAP with KL penalty

[45] to solve Eq4.4.

B 4.4.1 Failure of penalizing KL divergence directly

To motivate our algorithm in Sed.4.2 we first introduce a method that penalizes the KL
divergence between an empirical gradient distributiprand a reference distributicgk. We
show that the performance of this algorithm is sensitivehto larameter setting and that the
algorithm may not always converge. In Sdcd.2 we extend this algorithm to a more stable
algorithm called Iterative Distribution Reweighting (IDR

First, we augment the MAP estimator (1) with KL divergence:

IB—k®1]?

202 —|—W1)\RHD|||VR—|—W2KL(qE||qR)} (45)

= arglmin{
wherew, determines how much to penalize the KL divergehcl's hard to directly solve
Eqg. 4.5because the KL divergence is a non-linear function of a tateagel. Therefore we
solve Eq4.5iteratively.
Algorithm 3, shown in pseudocode, solves Bdpiteratively. We can describe Algorithh
qualitatively as follows: ifge has more gradients of a certain magnitude thanoc penalizes
those gradientmorein the following iteration; ifge has fewer gradients of a certain magnitude

1In Eq.4.5 we have replaced the summation over multiple filters in&#j.i.e. S mAm||Oml ||¥, with a single
derivative filter to reduce clutter, but the derivation casily be generalized to using multiple derivative filterse W
use four derivative filters in this work: x, y derivative filteand x-y, and y-x diagonal derivative filters.
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thanggr, pc penalizes those gradierlessin the following iteration. Therefore, at each iteration,
the solution will move in the “correct” direction. Fid.2 illustrates the procedure. The full
derivation of the algorithm detalils is available in Appendi

We can show that the penalty functigg in Algorithm 3 is one way to evaluate the KL
divergence between the empirical distributignand the reference distributiam.

Claim 2. Let g= be a parametric distribution of sampleg ix= 1..N and let g be a fixed
parametric distribution. Then we can represent the KL djeaice between samples and o

as follows: \ \
1 QE(Xi)> }
KL = i) = —In 4.6
(Gellar) IZPG(Xl) .Z{N <qR()q) (4.6)
Proof. The KL divergence betweel andgr is defined as follows:
QE(Z)>
KL - / 2)In dz 4.7
(elow) = [ae@n (E2 @7

There are different ways to represent the the paramettrictison ge. We can parameter-
ize the distribution of samples using a generalized Ganshsdribution as follows:

T%)GXP(—)\E”Z”VE) (4.8)

Oe(2) =

where the shape parametegsAg are fitted to sampleg using Eq.4.4. We can also parame-
terize the distribution of samplesas follows:

N
(D) = Y 8z-) @9)

Therefore,

-3 {2 (200)
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(@) MAP estimate o (b) Gradient distribution , (c) Penalty update
==Qriginal image == QOriginal penalty function
=—MAP estimate ==The log ratio of q_and q

1 Pl—The weighted sum of penalties

- 107 10° 10° A 10
Gradient magnitude Gradient magnitude

Figure 4.2: This figure illustrates Algorithr8. Suppose we deconvolve a degraded image using
a MAP estimator. (b) shows that the x-gradient distribut@frthe MAP estimate in (a) does
not match that of the original image. (c) Our algorithm adts tog ratio of ¢ and c to the
original penalty (i.e Ag||0I]]*®) such that the weighted sum of the two penalty terms encesrag
a better distribution match in the following iteration.

[

Algorithm analysis The behavior of Algorithm3 depends on the value @f,. Whenws, is
small, the reconstructed image is similar to the MAP estm#&n the other hand, whem

is large, the algorithm oscillates around the desired swlufFig. 4.3): the algorithm “ping-
pong’s” between a noisy solution and a piecewise smoothisoluFor instance, suppose the
current image estimate is piecewise smooth. The algoritlmumdvthen encourage more pixels
with larger derivatives in the next iteration, which makkese subsequent solution noisier. In
the following iteration, to reduce the derivative magnésdo smooth noise, the algorithm
penalizes gradients more severely to better match theereferdistribution, in which case the
image becomes piecewise smooth again, exhibiting an atseil behavior. In fact, whew,

is very large, the linearized system (in Appendix A, EB) becomes indefinite, in which case
the minimum residual method (] cannot be used to solve the linearized system. To mitigate
the reliability issue and to damp possible oscillationsuatbthe desired solution, we develop
an iterative distribution reweighting algorithm.

B 4.4.2 The iterative distribution reweighting (IDR)

We extend AlgorithnB to reduce oscillations around the correct solution anddace sensitiv-
ity to parameter values. We achieve this by modifying thesl@gzation functionog in Algo-
rithm 3. Our technique is motivated by perceptron algorithms tlesbiively adjust a decision
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(a) Progression of Gamma (b) Progression of Lambda

s GAMMa progression Lambda progression
1.8 = = = Desired Gamma = = = Desired lambda

lterations

Figure 4.3: We illustrate the operation of Algorith@in terms of the, Ag progressions. Dif-
ferent colors correspond to different gradient filters. édtimes, Algorithn3 does not converge
to a stable point, but oscillates around the desired sohutio

(a) IDR estimate (b) Gradient distribution (c) Effective penalty
10° . 20
==Qriginal image ==Qriginal penalty function
==MAP estimate ==Effective penalty function
107k ==|DR estimate

107 0 10° 107 L
Gradient magnitude Gradient magnitude

Figure 4.4: The IDR deconvolution result. (a) shows the deconvolvedémnaing IDR, and (b)
compares the gradient distribution of images reconstrctsing the MAP estimator and IDR.

(c) The effective penalty after convergence (i.@Apli 01 ||'R +w, 519 Lln (3?5:3 )) penalizes

gradients with small and large magnitude more than gradiemith moderate magnitude.

boundary to minimize classification error. In our case, \weattively adjust the regularization
function to match the empirical gradient distribution te tieference gradient distribution.

To do so, instead of using the KL divergence as a regulaoizaérmpg as in Algorithms3,
we setpg as thesumof the KL divergences over previous iterations. Algoritdrshows the
pseudocode for IDR.

IDR iteratively adjusts the penalty functigag by the ratio of distributiongle andgg, thus
the name theterative distribution reweighting (IDR)The benefit of IDR is that it reaches
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% Initial image estimate to start iterative minimization
. _ 2

I° = argmin {% +wiAg|| 0l HVR}
Updateqe® using Eq4.4
% lterative minimization
for 1=1...10do

% Accumulating the KL divergence

-1 A (al
PL(ON) = p§ V(00 + Fin (T
% Image reconstruction

. _ 2
' = argmin {% + Wi Ag|| O R +w2p('3(Dl)}

Updateqe! using Eq4.4

end for
[ = [0

Algorithm 4: The iterative distribution reweighting (IDR)

(a) Progression of Gamma (b) Progression of Lambda
1.3 13
Gamma progression Lambda progression
1.2 = = 1 Desired Gamma = = 1 Desired lambda

7 8 8 101 o2 4 5 6 7
lterations

45 6
lterations

Figure 4.5: This figure shows how thg, Ag progress from one iteration to the next. Different
colors correspond to different gradient filters. We obsethegt the algorithm converges to a
stable point in about 8 iterations.

convergence whege = gr. 2 We can also view th@g update equation as damping the KL
divergence with the sum of previous KL divergences, theisghgothing oscillations. We can
easily modify derivations in Appendix A to derive detailg fdlgorithm 4. We illustrate the
operation of IDR in Fig4.4, and show howsg,Ag changes from one iteration to the next in
Fig. 4.5 Observe thaye, Ag no longer oscillate as in Fig..3.

In Fig. 4.6, we test IDR for deblurring a single texture, assuming thatreference distri-

2This statement does not mean that the algorithm will corverdly if g = or; the algorithm can converge to
a local minimum.
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Figure 4.6: We compare the deblurring performance of a MAP estimatorl&®l IDR recon-
structs visually more pleasing mid-frequency texturespamed to a MAP estimator.

bution gr is known a priori. We synthetically blur the texture using thur kernel shown in
Fig.4.8and add 5% Gaussian noise to the blurred image. We debluntgei using a MAP es-
timator and using IDR, and compare the reconstructionsalFexamples in this paper, we use
wy = 0.025w, = 0.0025. We observe that the gradient distribution of the #3&mate matches
the reference distribution better than that of the MAP eastamand visually, the texture of the
IDR estimate better matches the original image’s textudéhoigh visually superior, the peak
signal-to-noise ratio (PSNR) / gray-scale SSI85|[of the IDR estimate are lower than those
of the MAP estimate. This occurs because IDR may not placgrédmdients at exactly the right
position. Degraded images do not strongly constrain thé@ipnsf gradients, in which case
our algorithm disperses gradients to match the gradiemtilmiion, which would lower the
PSNR / SSIM.

Algorithm analysis IDR matches @arametrizedyradient distribution, and therefore the algo-
rithm is inherently limited by the accuracy of the fit. The beior of IDR is relatively insen-
sitive to the weighting termwv,, but a largen, can destabilize the minimum residual algorithm
[70] that solves the linearized system in Bd.

In most cases, IDR reliably reconstructs images with theregfce gradient distribution.
However, there are cases in which the algorithm settles @a minimum that does not cor-
respond to the desired texture. This usually occurs wherstipport of derivative filters is
large and when we use many derivative filters to regularieerttage. For instance, suppose
we want to match the gradient histogram of & 3 filter. The algorithm needs to update 9
pixels to change the filter response at the center pixel, pdating 9 pixels also affects filter
responses of 8 neighboring pixels. Having to match muligpélient distributions at the same



Sec. 4.5. Experiments 81

time increases the complexity. To control the complexitg mvatch four two-tap derivative
filters. Adapting derivative filters to local image stru@sirusing steerable filter2Q, 32, 67]
may further improve the rendition of oriented textures, ibig not considered in this work.

B 4.4.3 Reference distribution gr estimation

We parameterize a reference distributimpniusing a generalized Gaussian distribution. Unfor-
tunately, one often does not kn@npriori whatgg should be. Previous work estimatgsfrom

a database of natural imag&4]89] or hand-picksyr through trial and erro48]. We adopt the
image prior estimation technique introduced in Si241to estimategr directly from a degraded
image, as we will now describe.

We first deconvolve a degraded imaBausing a MAP estimator (E¢t.1) with a hand-
picked image prior, tuned to restore different texturesoeably well at the expense of a
slightly noisy image reconstruction (i.e. a relatively dingmadient penalty). In this paper,
we set the parameters of the image priofjas- 0.8,A = 4,w; = 0.0]] for all images. To re-
duce deconvolution noise, we down-sample the reconsttuistage. We fit gradients from the
down-sampled image to a generalized Gaussian distriQuai®in Eq.4.4, to estimate the ref-
erence distributiorgg. While fine details can be lost through down-sampling, eioglly, the
estimated reference distributi@g is accurate enough for our purpose.

Our image reconstruction algorithm assumes that the txuromogeneous (i.e. a single
gr). In the presence of multiple textures within an image, wgnsent the image and esti-
mate separate reference distributigpgfor each segment: we use the EDISON segmentation
algorithm 2] to segment an image into about 20 regions. Eid.llustrates the image decon-
volution process for spatially varying textures.

B 4.5 Experiments

Deconvolution experiments We synthetically blur sharp images with the blur kernel show
in Fig. 4.8 add 2% noise, and deconvolve them using competing methdscompare the
performance of IDR against four other competing methodsa AP estimator with a sparse
gradient prior 48], (i) a MAP estimator with a sparse prior adapted to eachrsay (iii) a
MAP estimator with a two-color prior43] (iv) a MAP estimator with a content-aware image
prior. We blur a sharp image using the kernel shown on the,ragid 2% noise to it, and restore
images using the competing methods. H@ shows experimental results. As mentioned in
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Blurry input image Reference distribution estimation  IDR image reconstruction MAP estimate
{Estimated log-lambda )

Blur kernel

Estimated gamma  J

\ J \\

Figure 4.7: For an image with spatially varying texture, our algorithregsnents the image into
regions of homogeneous texture and matches the gradiemibdifon in each segment inde-
pendently. Compared to MAP estimators, our algorithm retarts visually more pleasing
textures.

Sec.4.4.2 IDR does not perform the best in terms of PSNR / SSIM. Neede#s, IDR recon-
structs mid-frequency textures better, for instance faaitke Another interesting observation
is that the content-aware image prior performs better, im$eof PSNR/SSIM, than simply
adjusting the image prior to each segment’s texture. Bygusegment-adjusted image prior,
we observe segmentation boundaries that are visuallyrdisty Another set of comparisons
is shown in Fig4.9.

In Fig.4.10 we compare the denoising performance of IDR to that of a makgrobability
field (MPF) by Woodfordet al. [89] at two noise levels (their implementation only handles
grayscale, square images). Using MPF for denoising has tawelzhcks. First, MPF quantizes
intensity levels and gradient magnitudes to reduce cortipata MPF quantizes 256 (8-bit)
intensity levels to 64 intensity levels (6-bit), and it bi286 (8-bit) gradient magnitudes to 11
slots. These quantizations would accentuate spotty noiseconstructed images. IDR adopts
a continuous optimization scheme that does not require #&@tggnam binning or intensity
quantization, therefore it does not suffer from quant@atioise. Second, Woodfoed al. [89)]
estimate the reference gradient distribution from a da@lod images, and use tsameprior
to denoise different images. This can be problematic becdifferent images have different
reference distributiongr, but MPF would enforce the same gradient profile on them. ,Also
MPF does not adapt the image prior to the underlying textineating different textures the
same way. Therefore, MPF distributes gradients unifornshpss the image, even in smooth
regions, which can be visually disturbing. IDR addressesdhissues by estimating a reference
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MAP estimate - Adjusted sparse prior

-~ .

MAP estimate - two-color prior
- J - *

g
- L LS

- - Zs

PSNR: 28.60dB, SSIM : 0.757 PSNR: 28.68dB, SSIM : 0.759 PSNR:28.30 dB, SSIM : 0.741

Content-aware prior

IDR reconstruction Original image
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Figure 4.8: We compare the performance of IDR against four other comgeatiethods: (i)
a MAP estimator with a sparse gradient prio§], (i) a MAP estimator with a sparse prior
adapted to each segment (iii) a MAP estimator with a two-cpi@r [ 43] (iv) a MAP estimator
with a content-aware image prior. The red box indicate thepped regions. Although the
PSNR and the SSIM of our results are often lower than thoseAd? Bstimators, IDR restores
more visually pleasing textures (see bear furs).

distributiongg from an input image and by adaptig to spatially varying texture.
At a high degradation level, such as a noise level of 31.4% eference distribution es-
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Blur kernel —)H
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Content-aware prior IDR reconstruction Original image

PSNR:27.09 dB, SSIM : 0.821 PSNR:26.35dB, SSIM : 0.801

Figure 4.9: This figure provides another set of deconvolution perforteacomparisons.

timation algorithm can be unstable. In F&1Q our gr estimation algorithm returns a distri-
bution that has more “large” derivatives and less “smallidsgives (dotted line in Fig4.10),
which manifests itself as a noisy IDR reconstruction. Intcast, MPF restores a plausible
image, but this is somewhat coincidental in that the refegatistribution that MPF imposes is
quite similar to that of the original image.

At a more reasonable degradation level (15% noise), as shoWwig. 4.11, our algorithm
estimates a reference distribution that is very similah#d of the original image. Given a more
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Figure 4.10: We compare the denoising performance of IDR and the marghohlability field
(MPF) [89] at a high noise level (31.4%). At such a high noise level,distribution estimation
algorithm is not reliable, thus IDR restores a noisy rerwliticompared to MPF.

accurate reference distribution, IDR restores a visudédgging image. On the other hand, MPF
restores a noisy rendition because the reference distiibig quite different from that of the
original image. Also note that the gradient distributiortteé restored image is very similar to
that of the restored image in Fig.1Q which illustrates our concern that using a single image
prior for different images would degrade the image quality.

Segmenting images to regions and deconvolving each regioarately may generate ar-
tificial texture boundaries, as in Fig.12 While this rarely occurs, we could mitigate these
artifacts using a texture-based segmentation algoriththerahan EDISON 22], which is a
color-based segmentation algorithm.

User study IDR generates images with rich texture but with lower PSN&\Ethan MAP
estimates. To test our impression that images reconstrbgt¢éDR are more visually pleasing,
we performed a user study on Amazon Mechanical Turk.

We considered seven image degradation scenarios: noisyvalisns with 5%, 10%, 15%
noise, blurry observations with a small blur and 2%, 5%, 7%seacand a blurry observation
with a moderate-size blur and 2% noise. For each degradstiemario, we randomly selected
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_l|--- Estimated desired dist.
—MPF

_{|—IDR estimate

—2 1 0

Gradient 1r%agnitude

Figure 4.11: In this figure, we compare the denoising performance of ID&the MPF B9
at a moderate noise level (15%). At this noise level, theipted gradient distribution matches
the underlying image well, and the IDR restores a more naiunnage.

4 images from a dataset of 13 images (roughly ¥@DO pixels), and reconstructed images
using a MAP estimator with a fixed sparse prior (i.e. the sapagse prior across the whole
image), an adjusted sparse prior, and IDR.

Asin Sec.3.5 we showed users two images side-by-side, one reconstrusiieg our algo-
rithm and another reconstructed using one of the two MARMedtrs (i.e. fixed or adjusted).
We asked users to select an image that is more visually ptpasid give reasons for their
choice. Users were also giveriBhere is no difference.”option. We randomized the order in
which we place images side by side.

We collected more than 25 user inputs for each comparisahaeraged user responses for
each degradation scenario (Fg13. When the degradation level is low (5% noise or a small
blur with 2% noise), users did not prefer a particular algponi. In such cases, the observation
term is strong enough to reconstruct visually pleasing esaggardless of the prior and/or
the reconstruction algorithm. When the degradation levgigh, however, many users clearly
favored our results. User comments pointed out that realésttures in trees, grass, and evenin
seemingly flat regions such as gravel paths are importanigoal realism. Users who favored
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Figure 4.12: We could observe an atrtificial boundary when the estimatéar [is different

in adjacent segments that have similar textures. While rdnisly occurs, we could remove
such artifacts using a texture segmentation algorithmeadtof a color-based segmentation
algorithm.

MAP estimates preferred clean renditions of flat regionswaarck not disturbed by piecewise
smooth textures (some even found it artistic.) Individusgns consistently favored either our
result or MAP estimates, suggesting that image evaluasieubjective in nature.

M 4.6 Conclusion

We have developed an iterative deconvolution algorithnt thatches the gradient distribu-
tion. Our algorithm bridges the energy minimization methdéar deconvolution and texture
synthesis. We show through a user study that matching diegvdistribution improves the

perceived quality of reconstructed images. The fact thagragptually better image receives
lower PSNR/SSIM suggests that there is a room for improvéimemage quality assessment.
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Figure 4.13: We conducted a user study to test our impression that IDRstnactions are
visually more pleasing than MAP estimates. The blue regioresponds to the fraction of users
that favored IDR over MAP estimators. When the image dedi@auevel is small, users did

not show a particular preference, but as the image degradalivel increases, users favored
images reconstructed using IDR.



Chapter 5

Orthogonal parabolic exposures for

motion deblurring

H 5.1 Introduction

N previous chapters, we addressed spatially invariant hiertd handshake. This chapter
I addresses a different class of blur: a subject motion blwcaBse subjects can move in
different directions, images are often blurred in a spgtishriant manner. Therefore, the
subject motion blur removal often requires spatially vatrienotion estimation. Even if we
could perfectly identify the motion, however, blur remoigstill challenging because we lose
high frequency information about the image due to blur.

This chapter provides a solution that addresses thesesnbjel for a restricted class of
subject motions. We assume that the scene consists of ®bjemting at a constant speed
in arbitrary directions parallel to the image plane and thatcamera is placed on a tripod.
Spatially variant subject motion blur is therefore locgligcewise constant (in contrast to in-
plane camera rotations that induce continuous spatiafignvablur.)

Our solution takes two successive images using a movingoeensie moving in a hor-
izontal parabolic displacement path and another moving weréical parabolic path. From
these two images, we recover one sharp image by locally astigumotions (i.e. blur kernels)
(Sec.5.4.2 and by deconvolving input images using a multi-image declution algorithm
(Sec.5.4.1). We show that the kernel estimation error is negligible #rad the image informa-
tion loss due to motion blur is provably near minimal (S&86).

89



90 CHAPTER 5. ORTHOGONAL PARABOLIC EXPOSURES FOR MOTION DEBLURRING

M 5.2 Related work

Some previous methods handle spatially variant blur byiotisig the type of spatially variant
blur [23,24,42,47,49,73]: Levin [47] considers a piecewise constant spatially variant blur;
Shanet al. [73] assume that the relative motion between the camera anccéme $s purely
rotational; Whyteet al.[88] and Gupteet al.[36] estimate a spatially variant blur by modeling
camera shake as a rigid body motion. To aide spatially vatitur estimation, additional
hardware could be used to record the relative movement bettee camera and the scene
during exposure, from which one can estimate the spatiallamt blur B, 79. Levin et al.[49]
introduce a new camera that makes the blur invariant to 1[2suimotions. Users could assist
spatially varying blur estimation by specifying blurredged that should be sharg1] or by
specifying regions with different amount of blu24]. Taking two images also helps estimate
spatially variant blur 15, 76].

Most of aforementioned methods do not address informatigs Hue to blur. Typical
motion blur kernels correspond to box filters in the motiorediion, therefore blurs attenuate
high spatial frequencies and make the blur inversion ilgeb One technique addressing this
issue is a flutter shutter came®&8]. By opening and closing the shutter multiple times during
exposure, one can significantly reduce the high frequen@ag@rnformation loss. Another
method takes two images, each with different exposure har{g0]. The short-exposure image
contains high frequency information that supplements tligsimg information in the long-
exposure, blurred image. Agrawet al. [3] take multiple shots of a moving object, each with
different exposures, and deconvolve the moving objectguaihthe shots. The multi-shot
strategy is beneficial because the information lost in onthefshots is captured by another.
However, their strategy does not offer guarantees on thestwase performance. Levat
al. [49] propose a parabolic motion camera to minimize the infoiomatoss for 1D constant
velocity motions, but the solution is invalid if a 2D motiospresent. Agrawal and Raskdj [
analyze the performance of a flutter-shutter camera andedpléc camera and conclude that a
flutter shutter camera performs better for handling a 2D teoriselocity motion blur. Agrawal
and Xu P] introduce a new code for a flutter shutter camera with a betide-off between blur
estimation and information capture.
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B 5.3 Sensor motion design and analysis

Consider an object moving at a constant velocity andJet= [s,,s,] be its 2D velocity vector.
Suppose we capturkimagesB?, ..B’ of this object using) translating cameras. Locally, the
blur is a convolution:

Bl =k &l+n (5.1)

wherel is an ideal sharp image! imaging noise, an(zléx‘y a blur kernel (point spread function,
PSF).kzimy is a function of the relative motion between the sensor aedtene. The convolution
is a multiplication in the frequency domain:

B () = R;,y(w,y)r(%,y) + A (ayy) (5.2)

wherewy = [wy, wy] is a 2D spatial frequency, and the indicates the Fouriesstoam of the
corresponding signal.

To deblur images successfully, we need to increase therapedntent of blur kernels
HRéxvy(a&,y)Hz. Qualitatively, a deblurring algorithm divides the FourteansformBi of the
image by that of the blur kerndiﬂ,ny at every spatial frequency. |I|f<§xyy(mx,y)||2 is small for all
cameras, the deblurring algorithm amplifies noise and diegréhe quality of restored image.
We show in Secb.4.1that the reconstruction performance of the Wiener filterodgolution
method is inversely related to the summed spectra:

Ky (@) 12 = 3 IIKL ()12 (5.3)
J

Therefore, we should maximize the joint spectrLu:Kg&y(wx,y) |? of an imaging device for every
wyy and for everys, . This goal is formally stated as follows:

Given a time budget T, find a set of J camera motions that masgrhe minimum of the
summed power spectruMﬁS&y(wx,y) |2 over every spatial frequenay, and every motion vec-

tor [[scyl| < Sobj-

We introduce thédirst solution that provides the worst-case spectral power gieedor 2D
constant velocity motions. To prove our claim, we start witirief review of space time motion
blur analysis. We show that a set of PSFs for all 2D constalacitg motions||s,y|| < Sobj
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Static camera Flutter shutter camera Linear camera X-parabolic camera Y-parabolic camera
| £,
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Figure 5.1: The integration curveg (a-e), the point spread functiong k(f-j) and their log-
power spectra (k-0) for a few cameras. In (f-0), the outersazerrespond to X,y directional
speed. In (f-}), the inner axes correspond to x—y coordmatad in the spectra plots (k-0),
the inner axes correspond to,—w, coordinates. All spectra plots are normalized to the same
scale.

occupies the complementary volume of an inverted double @orthe Fourier domain, and
that the camera motion design can be formulated as maxigihi@ spectral content in this
volume. We show analytically that the best worst-case spleciverage of any camera motions
is bounded and that our design approaches the bound up tetanbmultiplicative factor.

B 5.3.1 Motion blur in the space-time volume

We represent light received by the sensor as a 3D space-timmeL(x,y,t). Thatis,L(x,y,t)
denotes the light ray hitting they coordinate of a static detector at a time instanca static
camera forms an image by integrating these light rays oveaita fxposure timé :

B(x,y) = L(xy,t)dt (5.4)

o= N
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Assume the camera is translating during exposure or-plane, and let be its displacement
path:

{f: Xy, t] = [fx(t), fy(t),t]} (5.5)

Then the rays hitting the detector are spatially shifted:

—-

B(x,y) = [ L (x+ fy (t),y+ fy (1), ) dt+n (5.6)

2

wheren is imaging noise. For example, for a static camera the iategr curve is a vertical
straight line fy(t) = fy(t) = 0 (Fig. 5.1(a)). The integration curve of a camera moving at a
constant velocity is a slanted lirfe(t) = sit, fy(t) = syt (Fig. 5.1(c)). For horizontal parabolic
motion, f(t) = at?, fy(t) =0 and for a vertical parabol&(t) = 0, f,(t) = at? (Fig. 5.1(d-e)).

We can represent the integration cufwes a 3D integration kernet:

P(xy,t) = O(x— fi(t))- Sy — fy(t)) (5.7)

whered is a Dirac delta function.

If an object motion is locally constant, we can express thegirated image as a convolution
of a sharp image at one time instance (&Y, 0)) with a point spread functioks, . The PSF
ks,, Of @ constant velocity motios,y = [s;,S,] is a sheared projection of the 3D integration
kernel g:

ks, (XY) = /tqo(x—s“t,y—syt,t)dt (5.8)

Some PSFs of different integration kernels are shown ineersd row of Fig5.1
The Fourier transforrﬂ%sx‘y of the PSFks,, is a slice from the Fourier transforg of the
integration kernelp [49, 56]:

Koey (000 0) = B0, G, S+ 5,03 (5.9)

ks, for several object motions for different integration kdsng are shown in the bottom row
of Fig. 5.1 Fig. 5.2(a) shows Fourier slices corresponding to horizontal dhjestions at
varying velocities, the case considered 49| Slices occupy a 3D double wedge. When the
motion direction changes (e.g.= s, in Fig. 5.2b)), slices occupy a rotated 3D double wedge.
In general, 2D Fourier slices corresponding to all motioreations||s,y|| < Spj lie in the
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Figure 5.2: (a) The union of horizontal motion PSF slices at all velasiti forms a 3D double
wedge. (b) A union of diagonal motion PSF slices forms a eat&D double wedge. (c) The
spectra of all 2D constant velocity PSF slices comprise ageeaf revolution.

complementary volume of an inverted double cone (Big(c)). We refer to this volume as
wedge of revolutiondefined as a set:

C = {(wowy, @)|w < Sobjlloxyll} (5.10)

To see this, note that the Fourier transform of a PSF is a sbhee (Z) ataw = sy + sywy, and
if ISyl < Sobj Stk + Sy < Sonjl|axy |-

Bounding spectral content Suppose we captutkimages of a scene and I|¢ci)H2 be the joint
power spectrunﬂc?;(wx,wy,m)uz = zf @) (e, @y, @ )||2. As mentioned earlier, our goal is to
design a set of camera motions that maximizes the joint kepaetrum|| ﬁs&y % (Eq.5.3) for all
object motiong|s,y|| < Sybj. Since PSFs of all bounded 2D linear motions occupy the wetlige
revolution (Eq.5.10), designing PSFs with high spectral power forgl} < Sy is equivalent
to maximizing the spectral content HJ;)HZ within the wedge of revolution.

We can derive an upper bound on the worst-case spectralntaftany camera motions.
The amount of photon energy collected by a camera within d fsx@osure timd is bounded.
Therefore, by Parseval’s theorem, the norm of ewsgy, slice of(; (i.e. ci)(o%,o%,m)) is
bounded 49]:

[ 19, 0,2) Pdea < T (5.1)

Every w,, y,-slice intersects the wedge of revolution for a segmentmgte 2|y, y,||- TO
maximize the worst-case spectral power, the optimal cametdd spread the captured energy
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uniformly in this intersection. Therefore, we can derivewper bound on the worst-case
spectral power by dividing the captured energy by the setjieagth:

min | @(cx, @y, ) 2 < (5.12)

2S0b || ol
Since the PSFs specﬂi'gy are slices througkﬁj, this bound also applies for the PSFs’ spectral
power:

min ks, (o) < (5.13)

2Sb || e yoll
The optimal bound Edp.12applies to any types of integration kerngtegardless of the num-
ber of shots taken during the time buddget

H 5.3.2 Orthogonal parabolic motions

We seek a motion path whose spectrum covers the wedge ofitievoland approaches the
bound in Eq.5.12 We also seek to cover the spectrum with the fewest imagesuke as
we take more images within the time budget, the delay betweabrequent shots reduces the
effective time budget, degrading the spectral performance

We could compute the optimal camera motion by inverting tharier transform of the
bound in Eq.5.12 However, the inverse Fourier transform of this bound isaghysically
valid motion of the form in Eg5.7. Our solution captures two images of a scene with two
orthogonal parabolic motions. We show analytically tha drthogonal parabolic motions
capture the wedge of revolution with the worst-case speptaer greater than=2-° of the
upper bound.

Camera motion Let ¢, @ be the 3D integration kernels of x and y parabolic cameraansti
The kernels are defined by the integration curfgd,:

fi(t) = [ax(t +T/4)%,0t], t=[-T/2..0

(5.14)
fo(t) = [0,ay(t —T/4)%t], t=1[0..T/2]

At time t, the derivative of the x-parabolic camera motibyit) is 2ax(t — T /4), therefore
the camera essentially tracks an object moving with veldeat (t — T /4) alongx axis. Dur-
ing exposure, the x-parabolic camera track&e every moving object with velocity within
the range|—2a,T /4...2a,T /4]. Similarly, the y-parabolic camera covers the velocitygan
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Figure 5.3: (a) The spectrump, captured by a x-parabolic camera. (b) The spectrgn
captured by a y-parabolic camera. (c) The sum of spectrawegdtby the two orthogonal
parabolic cameras approximates the wedge of revolution.

[—2a,T /4...2a,T /4]. For the reason that will be clarified below, we set

a8 = 2\/?I_S)bj

(5.15)

The maximal velocity of the sensor beconBsg,s— ﬁs)bj. Thatis, the velocity range covered
by these parabolas js-Ssens--Sseng-

Fig. 5.1(i-}) show PSFs of different object motions captured by tinthagonal parabolic
camera. PSFs take the form of a truncated and sheared pathbbldepends on the object
speed.

Optimality As mentioned earlier, to make the blur easily invertible, want to maximize
the spectral power of the camera motion paths within the wedgevolution (Eq5.10. We
show that the orthogonal parabolic motions capture the wefigevolution with the worst-case
spectral power greater than’?® of the optimal bound in Ec.13

We first derive the joint spectral covera@é |2 of the two orthogonal parabolic motions.

Levin et al. [49] show that a parabolic motion’s spectrum is approximatetjoable wedge.
Since a x-parabolic motiog, is a Dirac delta along thg axis, the 3D kernel spectruvftﬁ)ln2

spreads energy in a 3D double wedge and is constant alongytleis (Fig.5.3a)). The
y-parabolic motion spreads energy in the orthogonal 3D dowedge (Fig5.3(b)). Mathe-
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' ) Sx
Figure 5.4: The summed spectrum coverage of the two orthogonal pacabaitions for dif-
ferent object velocities,g. While each parabolic motion has zeros in a range of spate f
quencies (see Fidb.1(n-0)), their summed spectrum does not have zeros in anjabfrat

quencies. The log-spectrum plots in this figure are norredlito the same scale as that of the
log-spectrum plots in Figs.1(k-0).

matically speaking,

0 2%71- H —
o (ex wy @) 1S ol (Ssend| x| — [l )

12 ex, cy, )| =

(5.16)

T
m"‘(%ené\w&/” — [l

whereH (-) is a Heaviside step function.

The 2D PSF spectra are slices from the 3D double w#&vgﬁaz. Fig.5.1(n-0) show the log-
spectrum of PSFI?sé' for parabolic exposures as we sweep the object velocityxfelrectional
motions §, = 0), the x-parabolic camera covers all spatial frequenciigsowt zeros. This
agrees with the 1D optimality argument in Lewen al. [49]. However, as y-directional mo-
tion increases, the x-parabolic camera fails to captureubldovedge of frequencies near the
wy axis. In other words, the x-parabolic camera misses spemirdents in the presence of
a y-directional motion, and the blur inversion is unstabléae y-parabolic camera, however,
covers the frequencies missed by the x-parabolic camezeeftre thesumof these two spec-
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tra (Fig.5.4) does not have any zeros in any spatial frequencies. Therelby taking two
orthogonal parabolic exposures, we can reliably inverbthefor all 2D object motions.

Fig. 5.3(c) visualizes the joint spectrum covered by the orthogpaaibolic motions, sug-
gesting that the sum of orthogonal 3D wedges is an approxamaf the wedge of revolution.
In fact, the sum of double wedges subsumes the wedge of tmmlifi the maximal sensor

speedSsensis set tov/2Spj.

Claim 3. Let Sensbe the maximum sensor speed of the parabolic camera, gg)do€ the
maximum object speed. lfs> v2Sp;, the joint power spectrunﬁq?)H2 of an orthogonal
parabolic camera subsumes the wedge of revolution. WkgRp=Sv/2%p j, the worst-case
spectral power of the orthogonal parabolic camera, at arggfrency, is at Ieas%\l—@ of the
optimal bound.

Proof. The power spectrum of each parabolic camera is given irbEl@  The joint power
spectrum of the orthogonal parabolic camera is non-zetweiset{ (o, w,, w )|w < SsengMax(||wy]|, [|ay||)}-
If (e, @y, @) lies in the wedge of revolution, then < Sypjllaxy |- Sincel|wy||? < 2max(||ax||, [|ay?),

w < Sovjlloyll
< V2Spimax(||ax|), eyl
< Ssengmax(|axl], |wyll) (5.17)

In other words, the joint spectrum of the orthogonal parebzdmeras subsumes the wedge of
revolution. This is illustrated in Figh.5.

The spectral power of the joint spectrum(ai, w,, «) is at least the minimum of the 3D
wedge spectra:

. T T
+ 5.18
min <4Ssen§’@<” 435%4’%”) ( )

Since||awyy|| > max(||ax ], ||y ]),

min( T + T > > T
ASsend|ax|l  4Ssend|wy|l ) T 4Ssend| oyl
T

AV 25|y

(5.19)

Therefore, the worst-case spectral power of the orthogosralbolic camera is at least®® of
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Figure 5.5: The joint spectrum of orthogonal parabolic motions substithe wedge of revo-

the upper boundf]

Fig. 5.4 shows the log spectrum of the orthogonal parabolic cam&m®s present in one
camera are compensated by its orthogonal counterpartlfobjaict motions. At each veloc-
ity syy, information for some spatial frequencies is better pre=than others, but Claid
guarantees that at each frequency, the spectral conteriemsa2 1-° of the optimal bound.

Discussions The orthogonal parabolic camera deblurs diagonally mowinjgcts better than
objects moving along the camera motion axis because x-plizand y-parabolic shots both
capture information from diagonally moving objects. Ndiattif we know before the image
capture that object motions are primarily x-directionade@ould increase the exposure length
of the x parabolic shot to improve the deblurring perforneaimcexpectation.

The spectral bound in E§.19assumes that the image information at each spatial freguenc
is independent. Therefore, our bound holds only if the raesttn method treats each spatial
frequency as independent. One such restoration methoc i8Vibner filter (introduced in
Eqg. 5.26 that imposes a Gaussian prior on image gradients. In & skitse, the use of a
non-linear image reconstruction algorithm would requirdifeerent analysis method, which
takes into account correlations between different spaggluencies. However, our framewaork
still provides a concrete construction for comparing défé camera designs, which we present
below.
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M 5.3.3 Discussion of other cameras

We compare the performance of the orthogonal parabolic @teethose of other designs
available in literature.

A static camera The integration kernel of a static camerag@&(t) = [0,0], for t €
[-T/2..T/2] (Fig. 5.1(a)). Since the integration curve does not vary alongxloe y axis,
the power spectrum is constant alasagand w:

1¢° (o, y, @) |2 = T2sin(w T) (5.20)

The Fourier transform of the PSF is a slice of the 3D spectgyrand is a sinc whose width

; sstatic||2 _ T2 ; ;
depends on the object velocikS>"(|* =T sin((scax + sywy)T). For fast object motions
this sinc highly attenuates high frequencies. In fact, & tbject motion is fast it is better to
reduce the exposure time (this increases the width of tled daspite reducing the total amount
of energy collected.

A flutter shutter camera In a flutter shutter camer&3], the integration curve of a static
camera is temporally modulated (F1(b)). Therefore, the spectrum of the integration curve
p'Utter js constant alongy, w, and is modulated alongy:

~flutter

% I?

(@ @y, @)% = [|M(ea)||? (5.21)

wherenm is the Fourier transform of the shutter code. This code cadesigned to be more
broadband than the sinc function in a static camera. Howéwerspectrum is constant along
wy, wy. Therefore, the worst-case spectral performance is balasiéollows:

min k""" (@, @) |2 = T/ (202 (5.22)

for all (wy, wy) [49], whereQ is the spatial bandwidth of the camera. As a result, the flutte
shutter poorly captures the low frequency image contents.

A linearly moving camera If the camera is moving at a constant velocity (Fgl third col-
umn), the integration curve is a slanted straight g8 (t) = [s.t,st,t] (Fig. 5.1(c)). By
linearly moving the camera, we can track the object that matethe camera’s speed, but
we still suffer from a sinc fall-off for objects whose veltes are different from the camera’s
velocity.
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Two shots Taking two images with a static camera, a linearly moving eanor a flutter
shutter camera can simplify the kernel estimation task,itbddbes not substantially enhance
the spectral coverage of these cameras. Optimizing thesarpdengths of each sha@]|[ and

in the case of a flutter shutter camera also optimizing thdaancodes in each shot, do not
eliminate their fundamental limitations: their power spa@re constant alongy, and hence
they spend the energy budget outside the wedge of revollRi@vious two-image solutions to
deblurring, such aslp, 15,64, 90], fall into the category of taking two images with a static or
a linearly moving camera. These methods can correctly fiadrtbtion kernels, but the image
reconstruction quality is limited since the spectrum cageris low.

A parabolic camera with a single exposure Blur kernels from a single-exposure parabolic
camera are invariant to 1D constant-velocity motions, ame shown to approach the optimal
bound for a set of 1D linear motions with bounded spe&d].[ A single parabolic camera,
however, is neither motion invariant nor optimal for 2D noot. When an object moves in a
direction orthogonal to the camera movement axis (i.e. argimlic camera imaging an object
moving in they direction), the spectral coverage along the orthogonajuieacies (i.e.wy)

is poor. We have shown in Fi$.1 (n-0) several Fourier slices in which the captured spectra
contain zeros.

Synthetic simulation We compare the deblurring performance of (i) a pair of stzdimeras,
(i) a pair of flutter shutter cameras, (iii) a single parabalamera and (iv) an orthogonal
parabolic camera through simulations (FBg5). For all cameras, we fix the total exposure time
T and assume that the object motion is known. The orthogorrabplic camera is setup to
deblur objects moving at speed less tlgg#y. To give previous solutions the favor of doubt, we
optimized their parameters feachmotion independently: for a pair of static camera, we use
the optimal split of the exposure tinfeinto two shots; for a pair of flutter shutter camera, we
use the optimal split of the exposure tiMieandthe optimal code combinations. In a realistic
scenario we cannot optimize the split of the exposure fimmor flutter-shutter codes because
the object motion is not known a priori.

We render images of a moving object seen by these camerasnmaam Gaussian noise
with standard deviatiom = 0.01 is added to the rendered blurry images. We deblur redder
images using the Wiener deconvolution and compare the sércation performance. Fi%.6
shows deconvolution results and their peak signal-toen@to (PSNR). Each row corresponds
to a different object velocity. When the object is static air pf static camera restores visually
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Object motion . . Flutter shutter . Orthogonal parabolic
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Figure 5.6: Synthetic visualizations of the reconstruction qualitye ®@gtimized the exposure
lengths of each camera. First column: The object motionrduthe exposure. The green disc
denotes the velocity range covered by the orthogonal pdi@lbamera, and the red arrow
denotes the object velocity. Other columns show imagesndelr@d using the Wiener filter
(Eq. 5.26. The orthogonal parabolic camera outperforms the othetimjzed solutions in
deblurring the moving object.

the most pleasing deconvolution result. This is intuitvsatisfying since the static camera is
optimized for static object motions. The image quality frarflutter shutter camera is slightly
worse than that of a static camera due to the loss of light. nk@ring objects, the orthog-
onal parabolic camera restores visually the most pleasaugrvolution results. While the
orthogonal parabolic camera deblurs moving objects bistser other cameras, its performance
degrades as the object moves faster. However, the worstspestral performance across all
velocitiessyy of interest is at least 2+ of the optimal bound.

We put the synthetic experiment in the context of previows moval techniques. The
performance of previous two-image motion deblurring téghes, such asl, 15, 64, 90] can
be approximated by the deconvolution result of the statioera pair in Fig.5.6. Even if
these solutions correctly estimate the motion, inverthmg lilur kernel is still hard since high
frequencies are attenuated. Blind motion deblurring smist such as3i, 74], attempt to
resolve an even harder problem, since they estimate thédioel from a single input image.
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B 5.4 Image reconstruction

We review a Bayesian method for image deconvolution andekesstimation, and extend the
result to accomodate two input images. We derive a closad fmlution to estimate blur
kernels from input images, and present an equivalent reptaon to estimate motion locally.
Also, we experimentally show that an image reconstructroor €lue to kernel misclassification
is small.

H 5.4.1 Non-blind deconvolution

A non-blind deconvolution algorithm recovers a blur-fregagel from a blurry imageB! and
an estimated blur kern&i. LetB, k beB = [B!,B2],k = [k}, k?]. We recover the blur-free image
by maximizing the posterior probability. Using Bayes rule:

f:arglmaxp(I\B_, )
0 arglmaxp(I,B_|_) (5.23)
. arglmama)ﬂp(BHki,I)
where we can define each term as follows:
logp(Bl[k!,1) = —%|Bi—ki®||2+cl (5.24)
logp(l) = -B Z (P(lgxi (N +p(lgyi(H]) +C2 (5.25)

n?is the imaging noise variancg,= 0.002 controls the variance of the gradient profilgC,

are constantgy;, gy, arex,y directional gradient operators at pixehndp(z) = z% is a robust
norm. Whena = 2, we impose a Gaussian prior on the image gradients, and wked, we
impose a sparse prior.

Eq.5.23is essentially a joint deconvolution model, stating thatseek an imagéthat fits
the convolution constraints of boBt andB2. In other words, the deconvolved imalyshould
be able to synthesize the input imad&'sand B? using the pair of kernels that reconstructed
I. Although not presented in Bayesian terms, Rav-Acha anelgiiéd] essentially deblur two
input images by maximizing the likelihood term (Eg§24), and Cheret al. [13] augment it
with the prior term Eq5.25 Using a sparse prior leads to visually pleasing resulth aritsp
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edges, but it is worth considering a Gaussian prior becaeszaw derive closed form solutions.
We can efficiently solve Edh.23using the Wiener filter (i.e. a Gaussian image priG§]{

X

(ty) = k*(wxy) (a&y)

= . (5.26)
rdl k(cey) |2+ 0~ 2(axy)

where* is a complex conjugate operatm?(a&,y) is the variance of the image prior in the
frequency domaino—2(wyy) = B(||Gx/[2 + ||Gy||?) whereGy, G, are the Fourier transform of
derivative filters. We use the Wiener filter to restore imafpeskernel estimation, but use a
sparse deconvolution to restore the final blur-free image.

We can explicitly compute the expected reconstructionrersing a Gaussian image prior
by taking expectation over the space of natural images aadimage noise:

’72
Ein [|IF -1 5.27
[T ZZ & 3 Ik, (00 )12+ n20-2(w @) 20

Eq.5.27highlights that the image reconstruction error decreasg®mtonically as the summed
power spectruny ; Hkéx,y(wx, wy)||? increases. This justifies our PSF design goal in%E§,.

M 5.4.2 Kernel estimation

A critical step in motion deblurring is estimating the catrblur kernelk. For that we seek

k = argmaxp(k|B) = argmaxp(BJk) p(k) (5.28)
k k

where p(E) is a prior on blur kernels (which we assume uniform). We dethe likelihood
p(E?]E) by marginalizing over all latent imagés

p(ElK) — [ p(B.1[i)a! (5.29)

wherep(B, 1 k) is defined in Eq5.245.25 If the prior p(1) is Gaussianp(B|k) is also Gaus-
sian. Ifp(1) ~ N(0,02), we can evaluate(B|k) explicitly in the Fourier domain:
log p(BJk) =
1 N H 1k2*_BZ*R1H2_|_,720-—2 (Hé1||2_|_HBZH2) (5.30)
N B + [B77+ %02
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We have omitted the dependencecwy) for clarity. When there is only one observed image (i.e.
k? = 0,B2 = 0), Eq.5.30reduces to a zero-frequency test which favors kernels withas zero
patterns as that of the blurry imaBé&[48]. When there are two observed images, the difference
term ||B1k?* — BZk!||2 supplements the zero frequency test: this term favors aop&iernels
that satisfies the commutative property of convolution. sTpiase term drastically improves
the reliability of the kernel estimation measure. While Raha and Pelegf4], Chenet
al.[13] and Agrawalet al.[3] introduce kernel estimation methods that explicitly argtate the
commutative property of convolution, what we introduceehisra Bayesian kernel estimation
method that balances the contribution of the commutatiepgmty of convolution and the image
prior.

We can rewrite logp( A_\A_) in an equivalent representation that is more attractiveeéon-
putational reasons. This involves solving for the lateragei using Eq.5.23 and expressing
p(B|k) as follows®:

log p(BJk) = log (i, Bk) + ¥+ Cq (5.31)
where® =5, logW,,, andW¥,, = % v Ik, |12+ 052 is the variance op(l§_w|R_w). This variance
term plays a critical role in distinguishing E§.31from a standard MAP scomg(l,k
Eq.5.31accounts for the overall probability volume around the made not only the mode
itself [50].

Qualitatively, Iogp(f, BT\E) penalizes kernel paiﬂgthat restore an imagewhich would not

B) since

fit the convolution constraints in E§.24 To satisfy the convolution constraints, the kernel
pair k should “undo” the blur present in input imagB_sandrespect the spatial shift between
input images (i.e. satisfy the commutative property of oduion.) Fig.5.7 shows a synthetic
example. We blur a sharp image with a pair of blur kernels,dewbnvolve the blurred images
using the correct/incorrect kernel pair. When we use arriecbkernel pair, we observe ghost-
ing artifacts due to an incompatible spatial shift. Therefahis image is unable to regenerate
the input images, and qu:{f,BT]E) penalizes that. On the other hand, ghosting artifacts are no
visible when we use the correct kernel to deblur the inpubiesa

Most PSF estimation algorithm81, 74] are designed to estimate blur kernels that are uni-
form across the image, and are not well suited to subjectomdiiur because these algorithms
search over the full space of possible motions. In our s@é@nalject motions are assumed to

This is a Laplace approximation of IpgB|k), which is equivalent to log(B|k) since logo(B|k) is a Gaussian
distribution.
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-,

Deconvolution with wrong kernel pair Deconvolutlon with correct kernel pair

Figure 5.7: Animage is synthetically blurred, and is deconvolved usliregcorrect blur kernel
pair and an incorrect blur kernel pair. An incorrect blur kel pair has a spatial shift incom-
patible with input images, leading to ghosting and ringingthe restored image, whereas the
correct kernel pair restores a sharp, artifact free image.

be constant velocity. Since constant velocity motions aigeponly a small subset of general
motions, we can constrain the motion search space (i.e. lthéeérnel search space) to con-
stant velocity motions. This subsequently reduces thegkestimation error. In this work, we
estimatek by evaluating the log likelihood Ed.310n a set of PSF pairs that correspond to
discretized 2D constant velocity motions, and by choodiregpair with the highest log likeli-
hood.

M 5.4.3 Local kernel estimation

If there are multiple motions in the scene, we need to locadiymate the motion. Ldt be
images generated by deconvolviﬁﬁwith the blur kernel paiﬂ?s, and IetE?i = ki ®is be a
re-convolved image. The log-likelihoddg(p(B|ks)) at pixeli is:

2
zl (5.32)

~p(i) ~ Pl >>+§¢

1
log p(B ( |ks —2
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% Variable definitions

B = Blurred input images.

S = A set of blur kernel candidates.
I = A pixel index.

f(B,k) = Eq.5.32

C <= 0.15% penalty for single-image explanations
B; < 15x 15 window around the pixelin B.
% Compute the log-likelihood
for every kernel candidatec S, do
if =0then
costk) < f(B;j,k) +C % A single-image explanation
else o
costk) < f(B;,k)
end if
end for
% The kernel estimate maximizes the log-likelihood
Kernel estimate at4 argmin costk)

Algorithm 5: Blur kernel estimation at pixel i

whereN = 15x 15 is the size of the local window centered around the pixel

Handling motion boundaries Because we take two images sequentially, there are motion
boundaries that are visible in one image but not in the otlresuch regions the observation
model (Eq5.24) is inconsistent and the joint deconvolution leads to Visui@#facts. Therefore,

we use an image deblurred using only one of the two input imagdill in motion bound-
aries. We can automatically detect where to use a singlgemeaplanation by also considering
kernel candidates that consist of a single image obsenvéitm B2 = 0,k? = 0). We add an ad-
ditional fixed penalty C (set to 0.15 for all experiments gdetined through cross validation) to
those kernel candidates; otherwise, the log-likelihoog. 8232 always favors a single image
solution. Algorithm5 provides a pseudocode for blur kernel estimation at pixel

Multi-scale blur kernel estimation The quality of restored images depends on how finely
we sample the space of 2D constant velocity motions. Withcourent camera setup, we
discretize the space into 4500 samples. We quantize the spab that a step in the velocity
space results in roughly a one-pixel blur at the maximumathjelocity. Searching over 4500
velocity samples to find the correct kernel pair at the fulaga resolution is computationally
expensive. We resort to a coarse-to-fine strategy to mitifeg computational burden. We
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% Variable definitions

K = the kernel estimate gth scale.j indexes the scale 1 to 3, from coarse to fine.
B! = Input image pyramids &t" scale.

S = 2 x 4500/4? kernel candidates at the coarsest scale.

Generate a 3-level image pyramid down-sampled in octaves.
% Estimate the blur at the coarsest scale
for every pixeli do _
ki(i) < EstimateBlurPixeB!, S, i)
end for
% Regularize the estimate using MRF
ki < MRFRegularizel;)
% Loop over scales
for j=2:3do
for every pixeli do
% Velocity candidate reduction
Si(i) <= 9 velocity neighbors okj_1(i)
ki(i) < EstimateBlurPixeB!, S (i),i)
end for
k; <= MRFRegularizek;)
end for

Algorithm 6: Multi-scale blur estimation

first down-sample the input imag@sby a factor of 4 in both width and height to reduce the
number of pixels and also the motion search space: blur leefrem two adjacent velocity
samples are essentially identical at a coarser resoludibifne coarsest scale, we search through
2 x 4500/ (4%) velocity samples (single-image explanations incur théofaof 2). We then
propagate the estimated motion to a finer resolution to réfie@stimates.

At each spatial scale, we regularize the log-likelihood ¢n &32using a Markov random
field (MRF). Algorithm6 provides a pseudocode for our multi-scale kernel estimaiategy.
We use the regularized kernel map to reconstruct the blerifmagel. First, we deconvolve
input imagesB using all blur kernelsESw that appear in the estimated kernel map. Given the
set of deconvolved imagdéxyy, we reconstruct the blur free image frd@y by selecting, at
each pixel, the pixel value from the image deblurred usimgetimated blur kernel. We blend
different motion layers using a Poisson blending meth&i] fo reduce artifacts at abutting
motion layers.
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Figure 5.8: This figure evaluates the amount of deconvolution error rifoutied by the local
kernel estimation algorithm. When the local window is lartgean 15 x 15 pixels, the decon-
volution error from kernel estimation negligible.

Quantifying the kernel estimation error Fig. 5.8 quantifies the image reconstruction error
introduced by kernel estimation. We blur a sharp naturafjenasing a blur kernel pair, and we
deblur the rendered images using the correct kernel pagn e compute the base-line mean-
squared error (MSE). The mean-squared error is not zerabeage lose information through
the blurry observation process, thus the restored imagetiexactly the same as the original
image. We also deblur the rendered images using kernelylestimated by maximizing the
log-likelihood in Eq.5.32 and compute its MSE. For this experiment, we compute the MSE
as we increase the window size, shown as a green curve irbl8g.On the same plot, we
show the base-line MSE (a dotted blue curve). The base-li8& Mindependenbf the kernel
estimation error, therefore the difference between thergrirve and the dotted blue curve
is the deconvolution error from kernel misidentification.e\dbserve that the additional error
from kernel estimation is negligible when the window sizgiisater than 1% 15. This result
suggests that it is reasonable to focus on finding a cameramibiat maximizes the spectral
power of blur kernels.
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Figure 5.9: (a) A diagram of our prototype. (b) A photograph of the actuatand the camera
Sensor.

B 5.5 Experiments

M 5.5.1 Prototype camera

We built a prototype camera consisting of a sensor, two matiages and their controllers.
We mounted a light-weight camera sensor (Point Grey Relsddea 2 Camera) on two mo-
tion stages (Physik Instrumente M-663 pair), where eachnoave the camera sensor along
orthogonal axes (See Fi§.9a)). In each image capture, one of the motion stages unekergo
parabolic motion, approximated by 19 segments of conselotity due to control constraints.
In practice, we could replace the motion stages with an inséajglization hardware. The cam-
era lens is affixed to the camera lid, and does not move dusipgseire. The total exposure
time for taking two images is 500ms: 200ms for each imageh witlelay of 100ms between
exposures. 100ms delay is incurred by switching the coftoal one motion stage to another,
and can be reduced by using an improved hardware.
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x-parabolic camera y-parabolic camera

o af® &l ~ '"caf® E
e R 1 a =
Sie o
B
Input images Estimated motion Deblurred image From a static camera

Figure 5.10: This figure shows the pipeline of our system. We take two snag@g the
orthogonal parabolic camera, and we locally estimate nmotibhe estimated motion is shown
with the color coding scheme in the inset, and the detecteatbmboundaries are represented
with black bounding boxes. We deblur the captured imageysiirg the estimated motion map.
For reference, we also show the image taken with a syncledrstatic camera with a 500ms
exposure.

We rendered PSFs of our imaging system for different objeeéd using a parameterized
actuator motion model, and used them for deconvolution. alidated the accuracy of rendered
PSFs by physically calibrating blur kernels at several dbjelocities and by comparing them
to rendered kernels. For calibration, we place a high-feagy calibration pattern on a motion
rail, take a sharp image of the static calibration pattetitn wistatic camera, and take an image
of the moving pattern with a camera undergoing a parabolitamoWe solve for the kerned
that minimizes|B — k® 1|2, wherel is the sharp image of the static calibration pattern, Bnd
is the image of the moving pattern taken with a parabolic came

H 5.5.2 Results

Fig. 5.10illustrates the deblurring pipeline. First, we capture twages successively while
the sensor undergoes parabolic motions in two orthogonettithtns. From the two images, we
locally estimate the motion and restore the blur-free imaieg blur kernels that correspond to
the estimated motion. Automatically detected motion bawied are shown by black bounding
boxes. Our kernel estimation algorithm sometimes misiflassnotions in un-textured regions,
but this does not lead to visual artifacts. For reference lesvsan image taken with a static
camera with 500ms exposure, synchronized to the first shbeajrthogonal parabolic camera.
This reference image reveals the object motion during exgos
In Fig. 5.11, we compare the deconvolution performance of a two-shtitstamera and

an orthogonal parabolic camera. A toy train is moving at astaomt velocity, assumed known
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Static camera pair

Orthogonal parabolic
camera pair

Input Images Deblurred image

Figure 5.11: We compare the deblurring performance of a two-shot stadimera and an
orthogonal parabolic camera. We optimize the split of thposxire for the static camera,
assuming that we know the object motion: 40ms for the first ahd 360ms for the second
shot. The blur kernel is estimated manually to compare hestimount of information captured
by these cameras. The static camera reconstructs statectsbjvell, but at the expense of a
degraded rendition of the moving object, whereas the ohagparabolic camera restores a
reasonable rendition of both the static and moving parts.

for this comparison. For the static camera, we optimize piieaf the exposure for this known
train motion: 40ms for the first shot, and 360ms for the seamad. Using the static camera,
we can reliably reconstruct the static part of the sceneeakipense of degraded renditions
of moving parts. On the other hand, our camera enables leliabonstructions of both static
and moving parts, although static regions are slightly ndegraded compared to static regions
restored using the static camera. An orthogonal parabahceta spreads the energy budget
over all velocities of interest, whereas a static cameraeoinates the energy budget for the
static motion.

We present more deblurring results on human motions in5=it using parabolic expo-
sure to capture motions in non-horizontal directi@nsmages from the static camera (500ms
exposure) reveal the motions during exposure, shown by medve. We can observe some
artifacts at motion boundaries at which the joint convalmtmodel does not hold. In general,

2The camera body is tilted for this purpose.
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Image from a static camera

Deblurred image

Figure 5.12: We show the deblurring performance of the orthogonal palialmamera. Images
from a static camera with 500ms exposure are shown for reéereArrows on reference images
show the direction and magnitude of motion.

however, the reconstructions are visually pleasing. Inthivel column of Fig.5.12 we show
how an orthogonal parabolic camera handles a perspectitiermdVhile a perspective motion
does not conform to our assumption on object motions, ouesystill recovers a reasonably
sharp image.

Our image reconstruction algorithm treats an occludedregs a motion boundary. When
a moving object is seen only in one of the two images due tousamh, as in Fig5.13 an
image deblurred using only one of the input images is used to the occluded region.

M 5.5.3 Discussion

Kernel estimation takes 30 min - 1 hour on a single, serialhim&c the running time depends

on the size of the image. A by-product of kernel estimatiomlidur free image deblurred using

the Wiener filter. The running time of the sparse deconvatutilgorithm is roughly 6 hours.
We assume that objects move at a constant velocity withiredposure time, which is
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x-parabolic camera y-parabolic camera
Estimated motion Deblurred image

Figure 5.13: Our image reconstruction algorithm handles occlusion liames in a manner
similar to motion boundaries. In the occluded region, angmadeblurred using only one of the
two input images is used.

a limitation shared by most previous work that deals witheobjmotion §7,49]. Camera
shake, which typically exhibits complex kernels, needsddandled separately. Our camera
design captures image information almost optimally, buddées not provide guarantees for
kernel estimation performance. While taking two imagedadely helps kernel estimation,
designing a sensor motion that optimizes both kernel etitinand information capture is an
open problem. Our image reconstruction takes into accagitisions by allowing some pixels
to be reconstructed from a single images, but a full treatro€ncclusion for deconvolution
remains an open challenge.
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M 5.6 Conclusion

This chapter presented a two-exposure solution to remasamgtant velocity object motion
blur. We showed that the union of PSFs corresponding to 2&atimotions occupy a wedge of
revolution in the Fourier space, and that the spectral cowiethe orthogonal parabolic camera
approaches the optimal bound up to a multiplicative constéthin the wedge of revolution.
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Chapter 6

Conclusions and future work

This thesis investigated solutions to a long-standing lprakin photography: motion blur re-
moval. Motion blur removal is challenging because many blimage pairs could have gen-
erated the blurry photograph and we need to pick the coracfiom them. The challenge is
aggravated since the blur can be spatially variant depgratirthe relative motion between the
camera and the scene.

This thesis proposed both hardware and software solutioaddress a few aspects of these
challenges. ChaptéX introduced the idea of analyzing blurred edge profiles ftimeging a
blur kernel from a single image. We showed that (i) it is polesio estimate blur kernel projec-
tions by analyzing blurred edge profiles and that (ii) we @oonstruct a blur kernel from these
blur kernel projections using the inverse Radon transfdrhis method is conceptually simple
and computationally attractive, but is applicable onlyrtges with many edges in different
orientations. To address this concern, we also proposetieanative technique that integrates
kernel projection constraints in a MAP blur kernel estiratframework. We experimentally
showed that this technique is stable even for images withmarty isolated edges in different
orientations.

Even if we could perfectly estimate the blur kernel, blur oeal is still challenging because
a blur attenuates high frequency information about theirmalgmage. To hallucinate the lost
information, a sparse gradient profile of natural imagesh®es extensively exploited as an
image prior. We showed in Chapt&rhowever, that a sparse gradient prior is not a good model
for textures. Our result showed that we should adapt the énmeigr to local textures. While
this technique improves the quality of restored imagesored textures were not as rich as the
original texture. To address this issue, we developed a mage restoration technique called
iterative distribution reweighting (IDR) (in Chaptd). IDR matches the gradient distribution
of restored images to their reference distribution. We grpentally demonstrated that IDR

117
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restores visually more pleasing images compared to MABna&&n methods.

Chapter5 addressed subject motion blur. Removing subject motion iBlehallenging
because the blur is spatially variant. However, we can sfynghle problem by assuming that
the subject is moving at a constant velodibgally. This assumption not only simplified the
kernel estimation problem, but also allowed us to modify ithaging system to reduce the
image information loss due to blur.

There are two concrete ideas to extend ideas presented ihdsis. The following sections
explore these ideas in detalil.

B 6.1 Blur kernel estimation from blurred line profiles

In Chapter2, we showed that we can recover a blur kernel by analyzingdaduedge profiles.
One of the assumptions is that an image consists of isola¢gdesiges oriented in different
directions, and this assumption limits the algorithm’s lagbility. In fact, even piecewise
smooth logos sometimes have thin bands at boundaries, gnakimalgorithm inappropriate.

We would like to extend our method to incorporate blurree lgnofiles as well as blurred
edge profiles. Because there are generally more lines tearesiges, we foresee that using
information from lines would improve the kernel estimat&ecuracy and stability.

There are two ways to incorporate blurred line profiles. That fnethod models a line
profile as a box filter of unknown width. If the blur kernel wasokvn, we can estimate the line
widths; if the line widths were known, we can estimate the kkrnel from the blurred line
profiles using a modified inverse Radon transform (see6HE). Therefore, we iteratively try
to estimate the line width and the blur kernel from blurratlprofiles. The second method
is more general: we assume that a line profile is a more gesigradl. We attempt to recover
both the blur kernel and thdeblurredline profiles from blurry line profiles. We explain both
ideas in detail.

H 6.1.1 Modeling lines as a box filter

A line of finite width z parallel to they axis can be represented(x,y) = S(x) — S(x— z), where
S(x) is a step function along theaxis. L*(x,y) is equivalent to a convolution of an ideal line
o(x) with a box filter of widthz. A step edge is a special case of a line whetec.

We can show that a blurred profile bf is a projection of a blur kernddlurred by a box
filter of width z. To show this, we note that a blurred edge profile is an intexjra blur kernel
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projection:
Be (P, py) = / ot (6.1)

Where(p'e‘(p) is a blur kernel projection along orientatiéhandp = £+py2(these variables
are defined more rigorously in Chap®r Sincel? is a difference between edges separated by
z and since these operations are linear, the blurred proféegiog of widthz along orientation
Ois:

—00

X&) = [ (oh(r) — iz —2)dr 62)

We can rewrite Eg6.2in a different form:

xio)= [ { [ a0 —6<r—z—z>>dz}dr 6.3)

—00 —00

Now, by changing the order of integration,

= [ 4@ {/‘i@(f—o —5(T—Z—Z))dr}dz
:/_Z‘P5<Z){S(p—5)—8(p—2—8)}dz (6.4)
= ¢5(p) ® (S(p) —S(p—2))

Therefore, a blurred profile df? in orientation® is a blur kernel projectiorqog(p) convolved
with a box filter of widthz.
This finding implies that if we know the width of the line, wercase the blurred line

profiles for kernel estimation. To do so, we need to re-defiedikelihood termp(B|k) in the
posterior probabilityp(k|B) O p(B|K)p(k). In Sec.2.2.2 we definedp(BJk) as follows:

p(Blk) = |'lp @5 |K)

: rl{exp< I an:ek”z)}

whereRg, is a projection operator alorg. We redefine this likelihood in terms of blurred line

(6.5)

profilesx:
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N
p(Blk) = |] P(Xa k)

N
= |] P(Xalk z)p(2) (6.6)

N _ . 2
: u{exp<_ W R ) } o

whereW(z) is a convolution matrix that blurs the kernel projection bg width of the line

z. Because’s are unknown, we also need to inferduring kernel estimationz’s have a
structural regularity: edges from the same line are likelhave the same width. This can
be represented as a smoothness ppi@. Given this model, we can either perform (i) an
alternating maximization with respectk@ndz or (ii) an Expectation-Maximization by treating
line widthsz as a hidden variable.

H 6.1.2 Recovering both the line profiles as well as the blur kernel from the

blurred line profiles

The idea in the previous section is conceptually simple idstill restrictive since it makes a

strong assumption that line profiles are box filters. Liney hwve complex structures that can-
not be adequately represented using a box-filter model.€eftrer, as a more general method,
we eliminate such assumptions on line profiles. Instead tti@enat to recover both line profiles

Li's as well as the blur kernélfrom blurred line profilexg s extracted from the blurred image.

In other words, we want to recovkmndL;’s that maximize the following probability:

N N
|] p(Li,KiXa) = |1 P(Xa[Li,K)p(Li) (k) (6.7)

We can model the likelihood term( xg |Li, k) as follows:

(6.8)

p(XalLi k) O exp<— X _5‘9'“-@‘()\\2)

2:75

wheresg is a slicing operator orthogonal to orientatién To learn the line priop(L;), we
can sample 1D slices of lines from natural images and iny&tgtistructural regularities. Since
analyzing 1-dimensional structures should be easier thalyzang 2-dimensional images, this
should be a feasible task. Given these models, we can maxithe posterior probability
|‘|i'\':l p(Li,Kk|xa ) with respect tdk andL;’s to recover both the blur kernkland the line profiles
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L;.

B 6.2 Blur kernel estimation using phase information

While Chapter2 introduced a computationally attractive kernel estinratoethod, another
way to reduce the computational complexity is to developosed form solution to kernel
estimation. Leviret al.[48] derive a closed form solution for kernel estimation by nmaizing
the posterior probabilityp(k|B) that assumes a Gaussian image pp@r) ~ N(0,02) and a
uniform prior on blur kernels. Leviet al. [48,50] show thatp(k|B) ~ N(0,Ka?KT 4 n?l),
whereK is a convolution matrix ok andl is an identity matrix. Therefore, we can find the blur
kernel estimate by minimizing the log-posterior as follows

k=argminB" (Ka’KT +n2)~1B (6.9)
K

whereB is a rasterized version & We can rewrite this expression in the Fourier domain:

~ 3 2
() — argrin—— B0

k 6.10
 lIk(axy)l2o(axy)l2+n? (6.10)

This kernel estimation strategy is simple and enables d it@pr kernel estimation.

One drawback of Ec6.10is that it ignores the phase information, and the blur ketemdls
to be smooth0]. It's well known that a Gaussian prior cannot disambiguasggnalf (t) from
its time-inverted versiori (—t). The importance of phase has been recognized early in the sig
nal processing community]. Also, in Sec.5.4.2 we have observed how phase information
from two input images helps kernel estimation. We expedtititagrating phase information
by using a non-Gaussian image prior would improve the kersgation performance.

We foresee two directions to incorporate the phase infaomat

e Using higher-order spectra

Higher-order spectra (HOS) analysis techniques analymals phase informatiorg[7].
HOS techniques have been successfully applied to varicupuatr vision tasks: remov-
ing a gamma correctior2], removing a radial lens distortiol3(Q], and estimating planar
surface orientation9]. HOS could provide similar benefits to blur kernel estiroati

e Using local phase coherence

Wang and Simoncellig4] present an interesting observation that a natural imagddia
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cally coherent phase across scale. Wang and Simor@4ljpfesent a theoretical justifica-
tion of the local phase coherence using scale-invarianeenaiiltiscale Wavelet/steerable
pyramid. We could use this information as an image prior teetbg a kernel estimation

algorithm. In other words, we can formulate the blur kerrstineation problem as finding

a blur kernel that would maximally correlate the local phakienages across scale.
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Appendix A: Algorithm details of IDR

We derive the details of the KL divergence penalty algoriihr@hapterd.4.1 We can rewrite
the image reconstruction optimization function as follows

IB—k®l]?
2n?

AeYE 2r(1
+W1)\RHD|||VR‘|'W2(/\RHDI||VR_)\EHDI||VE)+|H(yE E ( NR)) (11)

2T (L)) Yo

The shape parameters of the empirical distributiprare functions of, but dependences are
omitted to reduce clutter.

First three terms EdL1 are similar in form to the ordinary MAP estimator, thereftiney
can be minimized using a gradient descent technique. If wecompute the derivative of

yeAe Y E 2F(1/VR>> i inimi i ion i i
In <2r(1/yE) TR with respect td, we can minimize the entire function in Efjl using a

gradient descent method. We show that it indeed is the case.

/ .
Let i be a rasterized vector of the image The derivative of Ir(gEr’\f/yg 21/ /VR)) with

respect td takes the following form:

2, ( VALY 2F(1/VR)> - dvE +[3_ (12)

o\ 2r (1)) ypagt/®

where

( 1 e ¥ (ylg))
a=|-— - 2L
VTS Ve 13)

2

o VEZ/\E(VE)F(%) 2G'Gi

T NT) (WG —3¥(R) +2in0ke)) a4
e _ TA/wAe™" o .

i NI (3/y)

We show the proofs in following subsections. Smc{%ﬁ% Tk
can optimize Eqll using a gradient descent technique. Furthermore, at figede|, Eq. 12

) is differentiable, we
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is linear ini, suggesting that we can use an iterative reweighted leaates| (IRLS) method to
minimize Eq.11
Let B be a rasterized vector of the observed imBgandK be the convolution matrix of
the blur kernek. We take the derivative of the optimization function Bd.with respect td:
KT(B—KI . — o e
—%+2W1ARVRGT||GI 1wy (2AR)RG ||GT|[ 1 — 22 e GT||GIT|E L
(15)

+ (a — Ag|GIEIn(|GIT)) o ad‘f + (B—|GI|%) o a;F) =0

whereG is a gradient operator, ands a Hadamard element-wise matrix multiplication opera-
tor.

IRLS algorithm approximates the solution of a non-lineanawpn Eq.15 by iteratively
solving a linear equation that approximates E8. We approximate/G' ||Gi||Y~* as follows:

YyGT |Gl = yGTWGE (16)

whereW is a reweighting matrix. We updaW iteratively such that minimizingG' ||GI||Y~1
matches minimizingGTW G

We handle the non-linearity due #g:|GI|% In(|GI|) and |Gi|* by evaluating them once
with the image reconstructed from the previous iteratiorg fixing these coefficientduring
the actual minimization with respect to We iterate this process until convergence. We use a
minimum residual method to solve tlieear system in Eq15.

We can easily modify this algorithm to derive the IDR algomit details.

— YA E 2|'(1/VR))
The derivative of In <2|'(]_/yE) YRARY/ R

We note that, Ag are constants, so we can focus on taking the derivatiye . We can

rewrite In(%) as follows:
yeAR Y 1 < 1 >
Nl ———— | =In +—In(Ag)—=In( 2 (— 17

There exists a relationship between the Gamma fundtiand the digamma functiow:

dr(z
dz

—r2¥(Q) (18)
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We can use this relationship to show that

0 [ YereE 2 (1))
of  \ 2 (1/ye) yrARY®
_ 10k 1ok 1 0k 1,1 0%
T Al veAs O w2 I
00X
=5 TP

The derivative of Ag with respect to I
We show that
dAe  T(A/ye)yeAeH
or NI (3/ye)
whereN is the total number of samples.

G'GI

We can compute the second momentof gradient samples dfas follows:

1 ~
=i"G"Gi
M=y

whereG is a gradient operator, and we assume that the mean of gm@ikis zero.

(19)

(20)

(21)

The second momemiy, is related to generalized Gaussian shape paramgteks as fol-

lows: - r(3/ye)

-2
AeET(1/¥)
We take the derivative afy, with respect td. From Eq.21,

om 2 4 .~
~=—G'Gl
ol N

For tractability, we assume thgt is independent of. From, Eq.22,
omp  T(3/y) 2, —2_10A€
al T/ k& Fll
From Eqg.23 and Eq.24, we can show that

dAe  T(A/ye)yeAeHH*

o NI (3/y) G'GI

The derivative of y& with respect to |

We show that

(22)

(23)

(24)

(25)
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25 ()1
o A T Ge) 267Gl (26)
NG (WG —3W(R)+2inGie))

whereN is the total number of samples.

Again, we use the relationship:

re3
mp— ) @7
AeeT(1/%)
We take the derivative afy, with respect td assuming thatn, is independent ofg.

Jdmp 1 {33 3., 2 1 3<d<21>>}

= = XAT(—)W(—=)(——=)Aeg¥el (=) —T(—) | =— (Ae¥ET(—

P @2 5 (VE) (VE)( yEz) E (yE) (VE) I (VE)

e ()
(28)

We can show that

(i (,\ér(i)» - _,\Eér(i) (%) <w(é)+2ln(/\E)> (29)

Using above relationships and the derivativerefwith respect td (Eq. 23), we can show
that

= = 2G'GI (30)
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