In the last lecture, we had an example of a sequence of tensors whose ranks are smaller than the rank of the limit of this sequence. Today, we will exploit this fact to get better bounds on \( \omega \). As before, the notes are adapted from notes by Bläser [1].

1 Border Rank

Let \( K \) be a field. The polynomial ring \( K[\varepsilon] \) consists of polynomials of the form \( \sum_{i=0}^{m} a_i \varepsilon^i \) for some integer \( m \) and \( a_0, \ldots, a_m \in K \).

Let \( t \in K^{K \times M \times N} \) be a tensor. Let \( h \geq 0 \) be a nonnegative integer. We define \( R_h(t) \) to be the minimum integer \( r \) such that there exists \( u_\ell \in K[\varepsilon]^K, v_\ell \in K[\varepsilon]^M, w_\ell \in K[\varepsilon]^N \) for \( 1 \leq \ell \leq r \) so that

\[
\sum_{\ell=1}^{r} u_\ell \otimes v_\ell \otimes w_\ell = \varepsilon^h \cdot t + O(\varepsilon^{h+1}).
\]

Informally, we can think that \( \frac{1}{r} \cdot \sum_{\ell=1}^{r} u_\ell \otimes v_\ell \otimes w_\ell \) approaches \( t \) when \( \varepsilon \) approaches 0. If any of \( u_\ell, v_\ell, w_\ell \) has an entry that has degree greater than \( h \), we can eliminate all terms with degree greater than \( h \) so that Equation (1) still holds. Thus, for the rank expression of \( R_h \), we can assume the entries of \( u_\ell, v_\ell, w_\ell \) are degree \( h \) polynomials in \( \varepsilon \).

Using \( R_h(t) \), we can define border rank as follows.

**Definition 1.1** (border rank). The border rank of a tensor \( t \), \( \overline{R}(t) \), is defined as \( \min_{h \geq 0} R_h(t) \).

As an observation, \( \overline{R}(t) = R_0(t) \geq R_1(t) \geq \cdots \geq \overline{R}(t) \).

In the last lecture, we showed many properties for the rank function \( R(\cdot) \). It turns out many of those properties still hold for \( R_h(\cdot) \). In the following lemma, we list those properties that will be used later.

**Lemma 1.1.** The followings are true for any tensors \( t, t' \in K^{K \times M \times N} \).

1. For any \( h \geq 0 \) and any \( \pi \in S_3 \), \( R_h(t) = R_h(\pi t) \).
2. For any \( h, h' \geq 0 \), \( R_{\max(h, h')}(t \oplus t') \leq R_h(t) + R_{h'}(t') \).
3. For any \( h, h' \geq 0 \), \( R_{h+h'}(t \otimes t') \leq R_h(t) \cdot R_{h'}(t') \).

**Proof.** (1) We first show \( R_h(\pi t) \leq R_h(t) \). Suppose \( R_h(t) = r \), and suppose

\[
\sum_{\ell=1}^{r} u_{\ell,1} \otimes u_{\ell,2} \otimes u_{\ell,3} = \varepsilon^h t + O(\varepsilon^{h+1}).
\]

Then it is not hard to verify that

\[
\sum_{\ell=1}^{r} u_{\ell,\pi^{-1}(1)} \otimes u_{\ell,\pi^{-1}(2)} \otimes u_{\ell,\pi^{-1}(3)} = \varepsilon^h (\pi t) + O(\varepsilon^{h+1}),
\]

which implies \( R_h(\pi t) \leq r \).

We can show \( R_h(\pi t) \geq R_h(t) \) analogously.
(2) Without loss of generality, assume \( h \geq h' \). Let \( R_h(t) = r \) and \( R_{h'}(t') = s \). Suppose
\[
\sum_{\ell=1}^{r} u_{\ell} \otimes v_{\ell} \otimes w_{\ell} = \varepsilon^h t + O(\varepsilon^{h+1}),
\]
and
\[
\sum_{\ell=1}^{s} u'_{\ell} \otimes v'_{\ell} \otimes w'_{\ell} = \varepsilon^{h'} t + O(\varepsilon^{h'+1}).
\]
We can multiply both sides of Equation (3) by \( \varepsilon^{h-h'} \) to get
\[
\sum_{\ell=1}^{s} (u'_{\ell} \varepsilon^{h-h'}) \otimes v'_{\ell} \otimes w'_{\ell} = \varepsilon^h t + O(\varepsilon^{h+1}).
\]
We can define \( \tilde{u}_{\ell} \) to be \( u_{\ell} \) but padded with \( s \) zeros at the end. We can similarly define \( \tilde{v}_{\ell} \) and \( \tilde{w}_{\ell} \). For \( \tilde{u}'_{\ell}, \tilde{v}'_{\ell}, \tilde{w}'_{\ell} \), we can define them to be \( u'_{\ell}, v'_{\ell}, w'_{\ell} \) padded with \( t \) zeros at the beginning. Then we have
\[
\sum_{\ell=1}^{r} \tilde{u}_{\ell} \otimes \tilde{v}_{\ell} \otimes \tilde{w}_{\ell} + \sum_{\ell=1}^{s} (\tilde{u}'_{\ell} \varepsilon^{h-h'}) \otimes \tilde{v}'_{\ell} \otimes \tilde{w}'_{\ell} = \varepsilon^h (t \otimes t') + O(\varepsilon^{h+1}),
\]
which implies \( R_h(t \otimes t') \leq r + s = R_h(t) + R_{h'}(t') \).

(3) Let \( R_h(t) = r \) and \( R_{h'}(t') = s \). Suppose
\[
\sum_{\ell=1}^{r} u_{\ell} \otimes v_{\ell} \otimes w_{\ell} = \varepsilon^h t + O(\varepsilon^{h+1}) \quad \text{and} \quad \sum_{\ell=1}^{s} u'_{\ell} \otimes v'_{\ell} \otimes w'_{\ell} = \varepsilon^{h'} t + O(\varepsilon^{h'+1}).
\]

Then
\[
\sum_{\ell=1}^{r} \sum_{\ell'=1}^{s} (u_{\ell} \otimes u'_{\ell'}) \otimes (v_{\ell} \otimes v'_{\ell'}) \otimes (w_{\ell} \otimes w'_{\ell'}) = \varepsilon^{h+h'} (t \otimes t') + O(\varepsilon^{h+h'+1}).
\]

\( \blacksquare \)

The border rank is nicely related to the rank of a tensor with the following lemma.

**Lemma 1.2.** For any tensor \( t \in K^{K \times M \times N} \), If \( R_h(t) \leq r \), then \( R(t) \leq c_h \cdot r \), where \( c_h \leq \binom{h+2}{2} \).

When the field \( K \) is infinite, we can actually improve the bound on \( c_h \) to \( 2h + 1 \). However, in the later proofs, what we really need is the fact that \( c_h \) is bounded by a polynomial in \( h \). Thus, we won’t prove the tighter upper bound on \( c_h \).

**Proof of Lemma 1.2.** Let \( \sum_{\ell=1}^{r} u_{\ell} \otimes v_{\ell} \otimes w_{\ell} = \varepsilon^h \cdot t + O(\varepsilon^{h+1}) \). Note that the entries of \( u_{\ell}, v_{\ell}, w_{\ell} \) are polynomials of degree bounded by \( h \). Thus, we can rewrite \( u_{\ell} \) as \( \sum_{i=0}^{h} u_{\ell,i} \cdot \varepsilon^i \), where \( u_{\ell,i} \in K^K \). Similarly, \( v_{\ell} = \sum_{j=0}^{h} v_{\ell,j} \cdot \varepsilon^j \) and \( w_{\ell} = \sum_{k=0}^{h} w_{\ell,k} \cdot \varepsilon^k \).

Therefore, we can express \( t \) as
\[
\sum_{i+j+k=1}^{r} u_{\ell,i} \otimes v_{\ell,j} \otimes w_{\ell,k},
\]
which has at most \( \binom{h+2}{2} \cdot r \) terms. Thus, \( R(t) \leq \binom{h+2}{2} \cdot r \).

\( \blacksquare \)

In the last lecture, we showed that if the rank of a matrix multiplication tensor \( \langle K, M, N \rangle \) is \( r \), then \( \omega \leq \frac{3 \log r}{\log(KMKN)} \). A similar result also holds for border rank. Since border rank can be smaller than rank, using border rank can give better bounds on \( \omega \).
Then it is easy to verify that in Figure 1, \( [T, T, T] \leq (K, M, N) \otimes (M, N, K) \otimes (N, K, M) \).

Thus, \( \omega \leq \frac{3 \log r}{\log(KMN)} \).

Proof. Let \( T = KMN \). By the results from last lecture, we know that

\[
\langle T, T, T \rangle = (K, M, N) \otimes (M, N, K) \otimes (N, K, M).
\]

Let \( h \) be such that \( R((K, M, N)) = R_h((K, M, N)) \). By Lemma 1.1 (1), \( R_h((K, M, N)) = R_h((M, N, K)) = R_h((N, K, M)) \leq r \). Then by Lemma 1.1 (3), \( R_{3h}(T, T, T) \leq r^3 \).

For any integer \( s \geq 1 \), \( (T^s, T^s, T^s) \) is \( (T, T, T) \) tensor product with itself \( s \) times. Thus, \( R_{3hs}(T^s, T^s, T^s) \leq r^{3s} \). Thus, by Lemma 1.2, \( R((T^s, T^s, T^s)) \leq c_{3hs} \cdot r^{3s} \), where \( c_{3hs} \) is \( (3hs+2) \).

A result from last lecture says that if \( R((T^s, T^s, T^s)) \leq c_{3hs} \cdot r^{3s} \), then

\[
\omega \leq \frac{3 \log(c_{3hs} \cdot r^{3s})}{\log(T^{3s})},
\]

which simplifies to

\[
\omega \leq \frac{3 \log r}{\log(KMN)} + \frac{3 \log(c_{3hs})}{3s \log(NMK)} = \frac{3 \log r}{\log(KMN)} + O \left( \frac{\log s}{s} \right).
\]

Thus, the bound approaches \( \frac{3 \log r}{\log(KMN)} \) when \( s \) approaches \( \infty \). Since \( \omega \) is defined to be an infimum, it means that \( \omega \leq \frac{3 \log r}{\log(KMN)} \). \( \square \)

2 Bini et al.’s Example

Now we have established the relationship between border rank and \( \omega \), we can bound the border rank of some small matrix multiplication tensors to get a better bound on \( \omega \). The example in this section is due to Bini et al. [2].

First, we consider the following partial matrix multiplication.

\[
\begin{bmatrix}
  x_{11} & x_{12} \\
  x_{21} & x_{22}
\end{bmatrix}
\begin{bmatrix}
  y_{11} & y_{12} \\
  y_{21} & y_{22}
\end{bmatrix} =
\begin{bmatrix}
  z_{11} & z_{12} \\
  z_{21} & z_{22}
\end{bmatrix},
\]

where we want to compute a 2 by 2 matrix multiplication but we don’t need the \( z_{22} \) entry. It can be shown that the tensor \( t \) for this partial matrix multiplication has rank 6. However, we will show that \( R_1(t) \leq 5 \).

Consider the following five products

\[
\begin{align*}
P_1 &= (x_{12} + \varepsilon x_{22}) y_{21} \\
P_2 &= x_{11}(y_{11} + \varepsilon y_{12}) \\
P_3 &= x_{12}(y_{12} + y_{21} + \varepsilon y_{22}) \\
P_4 &= (x_{11} + x_{12} + \varepsilon x_{21}) y_{11} \\
P_5 &= (x_{12} + \varepsilon x_{21})(y_{11} + \varepsilon y_{22})
\end{align*}
\]

Then it is easy to verify that

\[
\begin{align*}
\varepsilon P_1 + \varepsilon P_2 &= \varepsilon z_{11} + O(\varepsilon^2) \\
P_2 - P_4 + P_5 &= \varepsilon z_{12} + O(\varepsilon^2) \\
P_1 - P_3 + P_5 &= \varepsilon z_{21} + O(\varepsilon^2)
\end{align*}
\]

Thus, \( R(t) \leq R_1(t) \leq 5 \).

We can actually use this construction to get an upper bound for the border rank of \( \langle 2, 2, 3 \rangle \). As illustrated in Figure 1, \( \langle 2, 2, 3 \rangle \) can be decomposed to two copies of \( t \), and thus \( R(t) \leq 2 R(t) \leq 10 \). Thus, we can apply Theorem 1.1 to get \( \omega \leq \frac{3 \log 10}{\log 12} \leq 2.78 \).
Consider the following ten products. 

$$
\begin{pmatrix}
\begin{array}{cc}
x_{11} & x_{12} \\
x_{21} & x_{22}
\end{array}
\end{pmatrix}
\begin{pmatrix}
\begin{array}{ccc}
y_{11} & y_{12} & y_{13} \\
y_{21} & y_{22} & y_{23}
\end{array}
\end{pmatrix}
= \begin{pmatrix}
\begin{array}{ccc}
z_{11} & z_{12} & z_{13} \\
z_{21} & z_{22} & z_{23}
\end{array}
\end{pmatrix}
$$

Figure 1: An illustration of how to decompose \langle 2, 2, 3 \rangle to two copies of \langle t \rangle. The directions of the lines indicate which copy of \langle t \rangle the entries are involved.

## 3 Schönhage’s \(\tau\)-theorem

Bini et al.’s bound on \(\omega\) was improved by Schönhage only two years later. Schönhage [3] proved the following general theorem, called the Schönhage \(\tau\) Theorey, that considers the border rank of direct sums of several matrix multiplication tensors. The theorem is also known as the Asymptotic Sum Inequality.

**Theorem 3.1 (Schönhage’s \(\tau\)-Theorem).** Suppose for some integers \(r > p\) and integers \(k_i, m_i, n_i\) for \(1 \leq i \leq p\), \(\bigoplus_{i=1}^{p} (k_i, m_i, n_i) \leq r\), then \(\omega \leq 3r\) where \(\tau\) is the solution to \(\sum_{i=1}^{p} (k_i m_i n_i)^r = r\).

We delay the proof of Schönhage’s \(\tau\)-theorem until next lecture. In this lecture, we will discuss the implication of the theorem and several tools needed for the proof.

### 3.1 Better Bound on \(\omega\)

We will consider the direct sum in the form \(\langle k, 1, n \rangle \oplus \langle 1, m, 1 \rangle\). It is known that \(R(\langle k, 1, n \rangle \oplus \langle 1, m, 1 \rangle) = kn + m\); also, it is known that \(R(\langle k, 1, n \rangle) = kn\) and \(R(\langle 1, m, 1 \rangle) = m\). Thus, it is essential to consider the border rank of the direct sum of multiple matrix multiplication tensors in order to get this improvement. Schönhage showed that \(R(\langle k, 1, n \rangle \oplus \langle 1, m, 1 \rangle) \leq kn + 1\) if \(m = (k - 1)(n - 1)\). In this lecture, we will prove the special case \(R(\langle 3, 1, 3 \rangle \oplus \langle 1, 4, 1 \rangle) \leq 10\). It is a good exercise to generalize this proof.

When \(k = 3, n = 3, m = 4\), we want to compute the \(a_i b_j\) for all \(i, j \in [3]\) and \(\sum_{\ell=1}^{4} u_\ell v_\ell\) together. Consider the following ten products.

\[
\begin{align*}
P_1 &= (a_1 + \varepsilon u_1)(b_1 + \varepsilon v_1) \\
P_2 &= (a_1 + \varepsilon u_2)(b_2 + \varepsilon v_2) \\
P_3 &= (a_2 + \varepsilon u_3)(b_1 + \varepsilon v_3) \\
P_4 &= (a_2 + \varepsilon u_4)(b_2 + \varepsilon v_4) \\
P_5 &= (a_3 - \varepsilon u_1 - u_3)b_1 \\
P_6 &= (a_3 - \varepsilon u_2 - u_3)b_2 \\
P_7 &= a_1(b_3 - \varepsilon v_1 - \varepsilon v_2) \\
P_8 &= a_2(b_3 - \varepsilon v_3 - \varepsilon v_4) \\
P_9 &= a_3 b_3 \\
P_{10} &= (a_1 + a_2 + a_3)(b_1 + b_2 + b_3)
\end{align*}
\]

Clearly, \(P_1\) through \(P_9\) compute \(a_i b_j\) for all \(i, j \in [3]\). Also, since 

\[
\varepsilon^2 \sum_{\ell=1}^{4} u_\ell v_\ell = P_1 + \cdots + P_9 - P_{10},
\]

these ten products are sufficient. Thus, \(R(\langle 3, 1, 3 \rangle \oplus \langle 1, 4, 1 \rangle) \leq 10\).

We can apply Schönhage’s \(\tau\)-theorem using the condition \(R(\langle k, 1, n \rangle \oplus \langle 1, m, 1 \rangle) \leq kn + 1\) for \(k = 4, n = 3\) and \(m = 6\). We get that \(\omega \leq 3\tau\) where \(\tau\) is the solution to \(12\tau + 6\tau = 13\). This implies \(\omega \leq 2.57\), a much better bound!
3.2 Tools

In this section, we introduce several tools necessary to prove Schönhage’s $\tau$-theorem.

**Definition 3.1** (identity tensor). $(r)$ is the identity tensor in $K^{r \times r \times r}$, where

$$\langle r \rangle_{i,j,k} = \begin{cases} 1 & : i = j = k \\ 0 & : \text{otherwise} \end{cases}$$

It is easy to see that $\langle r \rangle = \sum_{i=1}^{r} e_i \otimes e_i \otimes e_i$, where $e_i$ is the vector whose $i$-th coordinate is 1 and all other coordinates are 0. It is known that $R(\langle r \rangle) = r$.

**Definition 3.2** (restriction). Let $t \in K^{K_{r \times M \times N}}$ and $t' \in K^{K_{r' \times M' \times N'}}$. We say $t$ is a restriction of $t'$ ($t \leq t'$) if there exist homomorphisms

$$A : K^{K'} \rightarrow K^K,$$
$$B : K^{M'} \rightarrow K^M,$$
$$C : K^{N'} \rightarrow K^N,$$

such that $t = (A \otimes B \otimes C)t'$.

The following claim relates all tensors with identity tensors.

**Claim 1.** For any tensor $t \in K^{K_{r \times M \times N}}$, $t \leq \langle r \rangle$ if and only if $R(t) \leq r$.

**Proof.** From last lecture, we know that $t \leq t'$ implies $R(t) \leq R(t')$. Thus, if $t \leq \langle r \rangle$, then $R(t) \leq R(\langle r \rangle) = r$. Thus, it suffices to prove the other direction.

Suppose $R(t) \leq r$, then there exist $u_i, v_i, w_i$ such that $t = \sum_{i=1}^{r} u_i \otimes v_i \otimes w_i$. We define a homomorphism $A : K^r \rightarrow K^K$ such that $A(e_i) = u_i$ for any $1 \leq i \leq r$. Note that since $A$ is a homomorphism, the values on the basis $\{e_i\}_i$ determine $A$. We similarly define $B : K^r \rightarrow K^M$ such that $B(e_i) = v_i$ and $C : K^r \rightarrow K^N$ such that $C(e_i) = w_i$.

Then we have

$$(A \otimes B \otimes C)(\langle r \rangle) = (A \otimes B \otimes C) \sum_{i=1}^{r} e_i \otimes e_i \otimes e_i$$
$$= \sum_{i=1}^{r} A(e_i) \otimes B(e_i) \otimes C(e_i)$$
$$= \sum_{i=1}^{r} u_i \otimes v_i \otimes w_i = t,$$

so $t \leq \langle r \rangle$. \hfill \Box

If $t \leq t'$ and $t' \leq t$, we call that $t$ is isomorphic to $t'$ ($t \cong t'$). This notion of isomorphism is not too nice, since there are cases when $t$ is essentially $t'$ but padded with some zeros. Thus, we define the following notion of isomorphism.

**Definition 3.3.** We call $t \cong t'$ is there exist all zero tensors $n, n'$ such that $t \oplus n \cong t' \oplus n'$.

**Proposition 1.** The isomorphism classes of tensors form a ring. In other words, the followings are true.

1. $t \oplus (0) \cong t$.

2. $t \oplus (1) \cong t$.

3. $t \oplus (t' \oplus t'') \cong (t \oplus t') \oplus t''$. 
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4. \( t \otimes (t' \otimes t'') \cong' (t \otimes t') \otimes t''. \)

5. \( t \oplus t' \cong' t' \oplus t. \)

6. \( t \otimes t' \cong' t' \otimes t. \)

7. \( t \otimes (t' \oplus t'') \cong' (t \otimes t') \oplus (t \otimes t''). \)

All facts in this proposition should be easy to check, so we omit its proof.
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