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1. Conveying accurate confidence is critical 2. Background on Calibration and Miscalibration

3. Linguistic Expressions of Certainty, not Scores!
assuming certainty phrase  probability (e.g., ”Maybe”  0.5, “Likely”  0.8, …) is insufficient

a) Nuanced semantics b) Population-level variation

4. Confidence as a Distribution
- assume certainty phrase “Maybe”  Beta(2,2), “Likely”  Beta(4,1), …
- distributions can be derived from (1) survey of human perception of these 

phrases, (2) prompting LMs (e.g., gpt-4)

5. Measuring Linguistic Calibration
- Definition for calibration & miscalibration remain valid!

- Generalization on estimation procedure: “splitting” each sample to bins      weighted by 

N=1 N=2 N=5 N=50

6. Measuring Radiologists Calibration

2,662 paired (X-ray, CT) 

report where X-ray are 

human predictions and 

CT are ground-truth
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The calibration curve (red), with its 95% confidence interval (blue), and score density (gray) are shown.

7. Post-hoc Calibration
  by adjusting the usage of certainty phrases

8. Calibrating Radiologists (top) and Language Models (bottom)
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